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Abstract—The Elliptic Curve Cryptography (ECC) covers all relevant asymmetric cryptographic primitives like digital signatures and key agreement algorithms. ECC is considered as the best candidate for Public-Key Cryptosystems. Recently, Elliptic Curve Cryptography based on Binary Edwards Curves (BEC) has been proposed and it shows several interesting properties, e.g., completeness and security against certain exceptional-points attacks. In this paper, we present a study of the different methods to implement ECC in hardware, we study the implementation of the BEC to make it suitable for programmable devices, and we given as application a hardware design of elliptic curve operations over binary Fields $GF(2^m)$. The function used for this purpose is the scalar multiplication $kP$ which is the core operation of ECCs. Where $k$ is an integer and $P$ is a point on an elliptic curve.

Index Terms—Cryptography, Elliptic curves, Binary Edwards curve, Scalar multiplication, Binary arithmetic, Cryptosystems, Programmable devices, FPGA.

I. INTRODUCTION

Elliptic Curve Cryptography (ECC) is a relatively new cryptosystem, suggested independently, from the second half oh 19th century, by Neals Koblitz [6] and Victor Miller [7]. At present, ECC has been commercially accepted, and has also been adopted by many standardizing bodies such as ANSI, IEEE, ISO and NIST [2]. Since then, it has been the focus of a lot of attention and gained great popularity due to the same level of security they provide with much smaller key sizes than conventional public key cryptosystems have.

The ECC covers all relevant asymmetric cryptographic primitives like digital signatures (ECDSA), key exchange and agreement protocols (ECDH). Point multiplication serves as the basic building block in all ECC primitives and is the computationally most expensive operation.

The best known and most commonly used public-key cryptosystems are RSA [8] and Elliptic Curve Cryptography (ECC) [7], [6]. The main benefit of ECC is that it offers equivalent security as RSA for much smaller parameter sizes. These advantages result in smaller data-paths, less memory usage and lower power consumption. ECC is widely considered as the best candidate for embedded systems.

Integrating a Public Key Cryptosystem into a embedded systems such as ASIC, FPGA and RFID-tag is a challenge due to the limitations in costs, area and power. On the other hand, security is required, in particular to prevent cloning or tracing. It was widely believed that devices with such constrained resources cannot carry out strong cryptographic operations such as Elliptic Curve Scalar Multiplication (ECSM). However, the feasibility of integrating PKCs into such devices have been recently proven by several implementations.

Standard formulas for adding two points, say P and Q, on a Weierstrass-form elliptic curves fail if P is at infinity, or if Q is at infinity, or if P+Q is at infinity. Binary Edwards curves provides a different equation to define an Elliptic Curve which no longer has points at infinity [1]. This feature is known as completeness.

The aim of this work is to present a study of state of the art of the different methods to implement ECC in hardware, intended to the conception of the hardware cryptographic applications. We present a complete study of binary Edwards curves to make it suitable for programmable devices, and we given a hardware design of elliptic curve operations over binary Fields $GF(2^m)$.

The paper is organized as follows. After a brief introduction, an overview of the use of elliptic curve in cryptography application is given in section 2. The point multiplication method is explained in Section 3, and binary Edwards curves are presented in Section 4. The EC Point multiplication processor given in Section 5. Finally, conclusion and open problems are summarized in Section 6.

II. ELLIPTIC CURVE CRYPTOGRAPHY

Elliptic Curves, Fig.1, defined over a finite-field provide a group structure that is used to implement the cryptographic schemes. The elements of the group are the rational points on the elliptic curve, together with a special point $O$ (called the ”point at infinity”).

![Graphs of elliptic curves](image_url)

Fig. 1. Graphs of elliptic curves $y^2 = x^3 - 4x + 1$ (on the left) and $y^2 = x^3 - 5x + 5$ (on the right) over $\mathbb{F}$. 
A major building block of all elliptic curve cryptosystems is the scalar point multiplication, an operation of the form \( k \cdot P \) where \( k \) is a positive integer and \( P \) is a point on the elliptic curve. Computing \( k \cdot P \) means adding the point \( P \) exactly \( k - 1 \) times to itself, which results in another point \( Q \) on the elliptic curve. The inverse operation, i.e., to recover \( k \) when the points \( P \) and \( Q = k \cdot P \) are given, is known as the Elliptic Curve Discrete Logarithm Problem (ECDLP). To date, no subexponential-time algorithm is known to solve the ECDLP in a properly selected elliptic curve group. This makes Elliptic Curve Cryptography a promising branch of public key cryptography which offers similar security to other “traditional” DLP-based schemes in use today, with smaller key sizes and memory requirements, e.g., 160 bits instead of 1024 bits.

### A. Elliptic Curves over \( \mathbb{F}_{2^m} \)

In this section, a group operations on elliptic curves over \( \mathbb{F}_{2^m} \) is described. A non-supersingular elliptic curve \( E \) over \( \mathbb{F}_{2^m} \), \( E(\mathbb{F}_{2^m}) \) is the set of all solutions to the following equation \([5]\):

\[
y^2 + xy = x^3 + a_2x^2 + a_6
\]

where \( a_2, a_6 \in \mathbb{F}_{2^m}, \) and \( a_6 \neq 0 \). Such an elliptic curve is a finite abelian group. The number of points in this group is denoted by \( \#(E(\mathbb{F}_{2^m})) \).

1) **Curve Addition**: If \( P = (x_1, y_1) \) and \( Q = (x_2, y_2) \) are points on the elliptic curve \([i.e., \text{satisfy (1)}]\) and \( P \neq -Q \), then \( (x_3, y_3) = R = P + Q \) can be defined geometrically, Fig.2.

In the case that \( P \neq Q \) \([i.e., \text{point addition}]\), a line intersecting the curve at points \( P \) and \( Q \) and must also intersect the curve at a third point \( -R = (x_3, -y_3) \).

2) **Curve Doubling**: If \( P = Q \) \([\text{point doubling}]\), the tangent line is used, Fig.3.

\[
\lambda = \frac{3x_1^2 + a}{2y_1}
\]

\[
x_3 = \lambda^2 + \lambda + x_1 + x_2 \quad y_3 = (\lambda + 1)x_3
\]

For \( E \) given in affine coordinates:

\[
x_3 = \lambda^2 + \lambda + x_1 + x_2 + a
\]

\[
y_3 = \lambda(x_1 + x_3) + x_3 + y_1
\]

\[
où \lambda = \frac{(y_2 + y_1)}{(x_2 + x_1)}
\]

\[\text{if } P \neq Q:\]

\[
x_3 = \lambda^2 + \lambda + a
\]

\[
y_3 = x_1^3 + (\lambda + 1)x_3
\]

\[
où \lambda = x_1 + \frac{y_1}{x_1}
\]

### III. ELLIPTIC CURVE POINT MULTIPLICATION

There are different ways to implement point multiplication: binary, signed digit representation (NAF), Montgomery method, etc. A scalar multiplication is performed in three different stages, Fig.4. At the top level, the method for computing the scalar multiplication must be selected, in the second level, the coordinates to represent elliptic points must be defined. From this representation, the Add operation is defined. Possible coordinates are: affine, projective, Jacobians and L’opez-Dahab. The lower level, but the most important, involves the primitive field operations on which the curve is defined. Basic field operations are sum, multiplication, squaring and division.

\[\text{Fig. 4. Different method to compute scalar multiplication } k \cdot P\]

### A. Binary Method

The most simplest and straightforward implementation is the binary method, as shown in Algorithm.1. The binary method scans every bit of scalar \( k \) and, depending on its value, 0 or 1, it performs an ECC-DOUBLE operation or both a ECC-DOUBLE and an ECC-ADD operation. Algorithm.1, scans every bit of \( k \) from right to left.
For an elliptic curve defined on \( \mathbb{F}_p \) using affine coordinates, the operations ECC-ADD and ECC-DOUBLE are performed according to equations (2) and (3) respectively. The operation ECC-ADD requires one inversion, two multiplications, one squaring and eight additions. The operation ECC-DOUBLE requires five additions, two squaring, two multiplications and one inversion, all of them, operations on \( \mathbb{F}_p \).

Algorithm 1 Binary method: right to left [5]

Input: \( P(x, y), x, y \in GF(2^m), k = (k_{m-1}, k_{m-2}, \ldots, k_0) \)

Output: \( R = k \cdot P \)

1: \( R \leftarrow 0 \)
2: \( S \leftarrow P \)
3: For \( i \leftarrow 0, m - 1 \) do
4: If \( k_i = 1 \) then
5: If \( R = 0 \) then
6: \( R \leftarrow S \)
7: Else
8: \( R \leftarrow R + S \)
9: End if
10: End if
11: \( S \leftarrow 2S \)
12: End for
13: Return \( R \)

B. Coordinates Systems

Table.I summarizes the properties of the different coordinates systems: affine, projective, Jacobean,... etc. It should be noted that in all the cases the opposite of the point \( (X : Y : Z) \) is written \( (X : -Y : Z) \).

<table>
<thead>
<tr>
<th>Coordinates</th>
<th>( (x, y) = )</th>
<th>Curve equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{A} )</td>
<td>( (X/Z, Y/Z) )</td>
<td>( Y^2Z = X^3 + aXZ^2 + bZ^3 )</td>
</tr>
<tr>
<td>( \mathcal{J} )</td>
<td>( (X/Z^2, Y/Z^2) )</td>
<td>( Y^2Z = X^3 + aX^2Z + bZ^3 )</td>
</tr>
<tr>
<td>( \mathcal{J}^m )</td>
<td>( (X/Z^2, Y/Z) )</td>
<td>( Y^2Z = X^3 + aXZ + bZ )</td>
</tr>
</tbody>
</table>

The choice of the coordinate system is determined by the number of modular operations to carry out to calculate the doubling and the addition of points. Table.II, compares the cost of the doubling and the addition for each projective coordinate.

<table>
<thead>
<tr>
<th>Coordinates</th>
<th>Cost of Double operation</th>
<th>Cost of Add operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{A} )</td>
<td>( T + 4M )</td>
<td>( T + 3M )</td>
</tr>
<tr>
<td>( \mathcal{J} )</td>
<td>( 12M )</td>
<td>( 14M )</td>
</tr>
<tr>
<td>( \mathcal{J}^m )</td>
<td>( 8M )</td>
<td>( 19M )</td>
</tr>
</tbody>
</table>

IV. EDWARDS CURVES

A new form for elliptic curves was added to the mathematical literature with Edwards curves. Edwards showed in [3] that all elliptic curves over number fields can be transformed to \( x^2 + y^2 = c^4(1 + x^2y^2) \), with \((0, c)\) as the neutral element and with a simple and a symmetric addition law:

\[
(x_1, y_1) + (x_2, y_2) = \begin{cases} 
\frac{x_1 y_2 + y_1 x_2}{c(1 + x_1 x_2 y_1 y_2)}, & \text{if } x_1 x_2 \neq 0 \\
\frac{y_1 y_2 + x_1 x_2}{c(1 - x_1 x_2 y_1 y_2)}, & \text{otherwise}
\end{cases}
\]

\[ (4) \]

A. Binary Edwards Curves

This section contains complete addition formulas for binary elliptic curves, i.e., addition formulas that work for all input pairs, with no exceptional cases. First, the need for Edwards curves is explained, and then the theorems and formulas will be shown in order.

The points on a Weierstrass-form elliptic curve:

\[
y^2 + a_1 xy + a_3 y = x^3 + a_2 x^2 + a_4 x + a_6
\]

include not only the affine point \((x_1, y_1)\), but also an extra point at infinity serving as neutral element. The standard formulas for elliptic curve to compute a sum \( P_1 + P_2 \) fail if \( P_1, P_2, \) or \( P_1 + P_2 \) is at infinity, or if \( P_1 \) is equal to \( P_2 \). Each of these possibilities should be tested separately before generating any elliptic curve cryptosystem.

Definition 1: (Binary Edwards Curve) Let \( k \) be a field with \( char(k) = 2 \). Let \( d_1, d_2 \) be elements of \( k \) with \( d_1 \neq 0 \) and \( d_2 \neq d_1^2 + d_1 \), then the binary Edwards curve with coefficients \( d_1 \) and \( d_2 \) is the affine curve:

\[
E_{B, d_1, d_2} = (x + y) + d_2(x^2 + y^2) = xy + x(y + x) + x^2 y^2
\]

This curve is symmetric in \( x \) and \( y \) and thus it has the property that if \((x_1, y_1)\) is a point on the curve then so is \((y_1, x_1)\). The point \((0,0)\) will be the neutral element of the addition law, while \((1,1)\) will have order 2.

B. Binary Edwards Curves Addition Law

Binary Edwards curves, \( E_{B, d_1, d_2} \), addition law is given as in follows, and it is proven that the addition law corresponds to the elliptic curve in Weierstrass form similarly. It can be used for doubling with two identical inputs. The sum of two points \((x_1, y_1), (x_2, y_2) \) on \( E_{B, d_1, d_2} \) is the point \((x_3, y_3)\) defined as follows:

\[
x_3 = \frac{d_1(x_1 + x_2) + d_2(x_1 y_1 + x_2 y_2) + (x_1 + x_2)^2(y_1 y_2 + y_1 y_3 + y_2 y_3 + y_1 y_3 + y_2 y_3 + y_1 y_3)}{d_1 + (y_1 + y_2)^2(x_2 + y_2)}
\]

\[
y_3 = \frac{d_1(y_1 y_2 + d_2(x_1 y_1 + x_2 y_2) + (y_1 y_2 + y_1 y_3 + y_2 y_3 + y_1 y_3 + y_2 y_3 + y_1 y_3)}{d_1 + (y_1 + y_2)^2(x_2 + y_2)}
\]

If the denominators:

\[
d_1 + (x_1 + x_2)^2(x_2 + y_2)
\]

and

\[
d_1 + (y_1 + y_2)^2(x_2 + y_2)
\]

are non-zero then the sum \((x_3, y_3)\) is a point on \( E_{B, d_1, d_2} \); i.e.,

\[
d_1(x_3 + y_3) + d_2(x_3^2 + y_3^2) = x_3 y_3 + x_3 y_3 + x_3 y_3 + x_3^2 y_3
\]

Here, if the points are inserted like \((0, 0)\) into the addition law, it is shown that \((0, 0)\) is the neutral element. Similarly,
\((x_1, y_1) + (1, 1) = (x_1 + 1, y_1 + 1)\); in particular \((1, 1) + (1, 1) = (0, 0)\). Furthermore \((x_1, y_1) + (y_1, x_1) = (0, 0)\), so 
\(- (x_1, y_1) = (y_1, x_1)\).

C. Explicit Addition Formulas

In this section, we present explicit formulas for affine addition, projective addition on the binary Edwards curves.

1) Affine Addition: The following formulas, given \((x_1, y_1)\) and \((x_2, y_2)\) on the binary Edwards curve \(E_{B,d_1,d_2}\), compute the sum \((x_3, y_3) = (x_1, y_1) + (x_2, y_2)\) if it is defined:

\[
\begin{align*}
1: & \quad w_1 = x_1 + y_1, \\
2: & \quad w_2 = x_2 + y_2, \\
3: & \quad A = x_1^2 + x_1, \\
4: & \quad B = y_1^2 + y_1, \\
5: & \quad C = d_2 w_1 w_2, \\
6: & \quad D = x_2 y_2, \\
7: & \quad x_3 = y_1 + (C + d_1 (w_1 + x_2) + A (D + x_2))/(d_1 + A w_2), \\
8: & \quad y_3 = x_1 + (C + d_1 (w_1 + y_2) + B (D + y_2))/(d_1 + B w_2).
\end{align*}
\]

These formulas use \(2I + 8M + 2S + 3D\), where \(I\) is the cost of inversion, \(M\) is the cost of multiplication, \(S\) is the cost of squaring, \(D\) is the cost of a multiplication by a curve parameter. The \(3D\) here are two multiplications by \(d_1\) and one multiplication by \(d_2\) \cite{[1]}.  

2) Projective Addition: The following formulas, given \((X_1 : Y_1 : Z_1)\) and \((X_2 : Y_2 : Z_2)\) on the binary Edwards curve \(E_{B,d_1,d_2}\), compute the sum \((X_3 : Y_3 : Z_3) = (X_1 : Y_1 : Z_1) + (X_2 : Y_2 : Z_2)\). 

\[
\begin{align*}
1: & \quad W_1 = X_1 + Y_1, \\
2: & \quad W_2 = X_2 + Y_2, \\
3: & \quad A = X_1 (X_1 + Z_1), \\
4: & \quad B = Y_1 (Y_1 + Z_1), \\
5: & \quad C = Z_1 Z_2, \\
6: & \quad D = W_2 Z_2, \\
7: & \quad E = d_1 C C, \\
8: & \quad F = (d_1 Z_2 + d_2 W_2) W_1 C, \\
9: & \quad G = d_1 C Z_1, \\
10: & \quad U = E + A D, \\
11: & \quad V = E + B D, \\
12: & \quad S = U V, \\
13: & \quad X_3 = S Y_1 + (F + X_2 (G + A (Y_2 + Z_2))) V Z_1, \\
14: & \quad Y_3 = S X_1 + (F + Y_2 (G + B (X_2 + Z_2))) U Z_1, \\
15: & \quad Z_3 = S Z_1.
\end{align*}
\]

These formulas use \(21M + 1S + 4D\). The \(4D\) are three multiplications by \(d_1\) and one multiplication by \(d_2\).

D. Binary Edwards Curves Doubling Law

The doubling formulas on the Edwards curve \(E_{B,d_1,d_2}\) is presented in this section. Affine coordinates and inversion-free projective coordinates are given respectively.

1) Affine Doubling: Let \((x_1, y_1)\) be a point on \(E_{B,d_1,d_2}\), and assume that the sum \((x_1, y_1) + (x_1, y_1)\) is defined. Computing \((x_3, y_3) = (x_1, y_1) + (x_1, y_1)\) we obtain:

\[
x_3 = \frac{d_1 (x_1 + y_1)^2 + (x_1 + x_1^2) (x_1 + y_1^2)}{d_1 + (x_1 + y_1) (x_1 + x_1^2)} = \frac{d_1 (x_1 + y_1) + x_1 y_1 + x_1 y_1^2}{d_1 (1 + x_1 + y_1)} + 1 = 1 + \frac{d_1}{d_1 + x_1 y_1 + y_1^2 (1 + x_1 + y_1)}
\]

Also we obtain:

\[
y_3 = \frac{1 + d_1}{d_1 + x_1 y_1 + y_1^2 (1 + x_1 + y_1)}
\]

Note that, the affine formulas is computed with one inversion, as the product of the denominators of \(x_3\) and \(y_3\) is:

\[
\begin{align*}
(d_1 & + x_1 y_1 + x_1^2 (1 + x_1 + y_1))(d_1 + y_1^2 (1 + x_1 + y_1)) \\
& = d_1^2 + (x_1^2 + y_1^2) (d_1 (1 + x_1 + y_1) + x_1 y_1 (1 + x_1 + y_1) + x_1 y_1^2) \\
& = d_1^2 + (x_1^2 + y_1^2) (d_1 + d_1 d_1^2) (x_1^2 + y_1^2) \\
& = d_1 (d_1 + x_1^2 + y_1^2 + (d_2 / d_1) (x_1^2 + y_1^2))
\end{align*}
\]

which needs \(1I + 2M + 4S + 2D\).

If \(d_1 = d_2\) some multiplications can be grouped as follows:

\[
\begin{align*}
1: & \quad A = x_1^2, \\
2: & \quad B = A^2, \\
3: & \quad C = y_1^2, \\
4: & \quad D = C^2, \\
5: & \quad E = A + C, \\
6: & \quad F = 1 / (d_1 + E + B + D), \\
7: & \quad x_3 = (d_1 E + A + B) F, \\
8: & \quad y_3 = x_3 + 1 + d_1 F.
\end{align*}
\]

These formulas use only \(1I + 1M + 4S + 2D\).

2) Projective Doubling: In this sub-section, explicit formulas of projective doubling is given to compute \(2(X_1 : Y_1 : Z_1) = (X_3 : Y_3 : Z_3)\):
Algorithm 5 Projective Doubling

1: \( A = X^2 \)
2: \( B = A^2 \)
3: \( C = Y^2 \)
4: \( D = C^2 \)
5: \( E = Z^2 \)
6: \( F = d_1 \cdot E^2 \)
7: \( G = (d_2/d_1)(B + D) \)
8: \( H = A \cdot E \)
9: \( I = C \cdot E \)
10: \( J = H + I \)
11: \( K = G + d_2 \cdot J \)
12: \( X_3 = K + H + D \)
13: \( Y_3 = K + I + B \)
14: \( Z_3 = F + J + G \)

These formulas use \( 2M + 6S + 3D \). The 3D are multiplications by \( d_1, d_2/d_1 \) and \( d_2 \).

V. AN APPLICATION OF ELLIPTIC CURVE IMPLEMENTATION OVER \( GF(2^m) \)

A. Field Programmable Gate Array (FPGA)

Field programmable gate array (FPGA) devices provide an excellent technology for the implementation of general purpose cryptographic devices. Compared with application specific integrated circuits (ASIC), FPGA as offers low non-recurring engineering costs, shorter design time, greater flexibility and the ability to change the algorithm or design.

Fig.5, shows a structure of ECC processor. It consists of a main control block, an ECC add and double block and an ECC block for arithmetic operations. The ECC processor we have implemented is defined over the field \( GF(2^{163}) \), which is a SEC-2 recommendation [9], with this field being defined by the field polynomial \( F(x) = x^{163} + x^7 + x^6 + x^3 + 1 \).

The EC point multiplication processor, defined in affine coordinates, is achieved by using a dedicated Galois Field arithmetic, implemented on FPGA using VHDL language.

Multiplication in \( GF(2^m) \) with polynomial basis representation is presented in this section. Inputs \( A = (a_0, a_1, \ldots, a_{m-1}) \) and \( B = (b_0, b_1, \ldots, b_{m-1}) \in GF(2^m) \), and the product \( C = AB = (c_0, c_1, \ldots, c_{m-1}) \) are treated as polynomials \( A(x), B(x) \), and \( C(x) \) with respective coefficients. The dependence between these polynomials is given by \( C(x) = A(x) \cdot B(x) \mod F(x) \), Where \( F(x) \) is a constant irreducible polynomial of degree \( m \). The hardware implementation for multiplication in \( GF(2^m) \) is presented in Fig.7.

The Hardware implementation of inversion in \( GF(2^m) \) is presented in Fig.8.
B. Simulation and Results: The use of NIST-Recommended Elliptic Curves

The NIST elliptic curves over $\mathbb{F}_{2^{163}}$ and $\mathbb{F}_{2^{233}}$ are listed in Table II. The following notation is used. The elements of $\mathbb{F}_{2^m}$ are represented using a polynomial basis representation with reduction polynomial $f(x)$. The reduction polynomials for the fields $\mathbb{F}_{2^{163}}$ and $\mathbb{F}_{2^{233}}$ are $f(x) = x^{163} + x^7 + x^6 + x^3 + 1$ and $f(x) = x^{233} + x^{74} + 1$ respectively. An elliptic curve $E$ over $\mathbb{F}_{2^m}$ is specified by the coefficients $a, b \in \mathbb{F}_{2^m}$ of its defining equation $y^2 + xy = x^3 + ax^2 + b$. The number of points on $E$ defined over $\mathbb{F}_{2^m}$ is $n_{th}$, where $n$ is prime, and $h$ is called the co-factor. A random curve over $\mathbb{F}_{2^m}$ is denoted by $B-m$.

#### Table III

<table>
<thead>
<tr>
<th>$B$-163:</th>
<th>$m = 163, f(z) = z^{163} + z^7 + z^6 + z^3 + 1, \alpha = 1, h = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>$0x$ 00000002 0A601907 B8C953CA 1481EB10 512F7874 4A3205FD</td>
</tr>
<tr>
<td>$n$</td>
<td>0x 00000000 00000000 00000000 00000000 0000292FE 77E70C12 A4234C33</td>
</tr>
<tr>
<td>$x$</td>
<td>0x 00000003 0F0BA162 86A2D57E A0991168 D4994637 E8343E36</td>
</tr>
<tr>
<td>$y$</td>
<td>0x 00000000 D51FA94F 000292FE 77E70C12 A4234C33 9797324F1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$B$-233:</th>
<th>$m = 233, f(z) = z^{233} + z^{74} + 1, \alpha = 1, h = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>$0x$ 00000024 000F0BEB 54B42F6A E088E91B 312C7F8C 0923BB85 2133B33B 20E9CE42</td>
</tr>
<tr>
<td>$n$</td>
<td>0x 00000000 00000000 00000000 00000000 00000000 0000292FE 77E70C12 A4234C33</td>
</tr>
<tr>
<td>$x$</td>
<td>0x 00000024 000F0BEB 54B42F6A E088E91B 312C7F8C 0923BB85 2133B33B 20E9CE42</td>
</tr>
<tr>
<td>$y$</td>
<td>0x 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000</td>
</tr>
</tbody>
</table>

C. Implementation

For implementation, the architecture has been tested on ISE 9.2i Software using XILINX FPGA xc5vlx50-3-ff1153 device and simulate with ISE Simulator.

In Table II, the number of points on $E$ defined over $\mathbb{F}_{2^m}$ is $n_{th}$, where $n$ is prime, and $h$ is called the co-factor. A random curve over $\mathbb{F}_{2^m}$ is denoted by $B-m$.

#### Table IV

<table>
<thead>
<tr>
<th>$k$</th>
<th>$0x$ 00000001 33E3CAE7 ZCD0F448 B295481D</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_2$</td>
<td>$0x$ 00000000 69799679 AB438977 89566789</td>
</tr>
<tr>
<td>$P_9$</td>
<td>$0x$ 00000004 035DB42 5EFB298E 9D51FEFC</td>
</tr>
</tbody>
</table>

Table 3 shows the input parameters of the ECC scalar multiplication for a “163 bits” arbitrary value of $k$, and in Table V, we give the implementation results corresponding.

### Table V

<table>
<thead>
<tr>
<th>Slice Logic Utilization:</th>
<th>Number of Slice Registers:</th>
<th>2163</th>
<th>7%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice LUTs:</td>
<td>2735</td>
<td>9%</td>
<td></td>
</tr>
<tr>
<td>Number used as Logic:</td>
<td>2735</td>
<td>9%</td>
<td></td>
</tr>
<tr>
<td>IO Utilization:</td>
<td>Number of bonded I/Os:</td>
<td>330</td>
<td>58%</td>
</tr>
<tr>
<td>Maximum Frequency:</td>
<td>169.477 MHz</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In Table VI, we give the implementation results for $E(\mathbb{F}_{2^{233}})$.

### Table VI

<table>
<thead>
<tr>
<th>Slice Logic Utilization:</th>
<th>Number of Slice Registers:</th>
<th>3073</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice LUTs:</td>
<td>3637</td>
<td>12%</td>
<td></td>
</tr>
<tr>
<td>Number used as Logic:</td>
<td>3637</td>
<td>12%</td>
<td></td>
</tr>
<tr>
<td>IO Utilization:</td>
<td>Number of bonded I/Os:</td>
<td>470</td>
<td>83%</td>
</tr>
<tr>
<td>Maximum Frequency:</td>
<td>136.323 MHz</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND OPEN PROBLEMS

In this work, the elliptic curve point multiplication is considered. We have presented the different methods which can be used to implement ECC in hardware. We have given an interesting study of the implementation of the Binary Edwards curves, and we have presented a version of an ECC cryptographic architecture based on a Add and Double method, implemented on a Xilinx Virtex 5 device.

This study can be extended by developing a digital signature algorithm, which is very important in cryptography and internet security areas.
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Abstract— In the real-life scenario, obtaining transformation invariant feature extraction is a challenging task in Computer Vision. Biometric recognitions are suffered due to diverse luster variations and transform patterns especially for face and biometric features. These patterns are main contingency on the distance of acquisition from the sensor to subjects’ location and the external luster of the environments that make diverse revolutionizes in the biometric features. Another invariant aspect is the translation and rotation. Explicitly face and biometric features should be a positional independent whenever an Active-Region-of-Pattern (AROP) can occur anyplace in the acquired image. In this research paper, we propose Jacobin based transformation invariance scheme. The method is effectively incorporated in order to attain essential features which are required for the transformation invariant recognition. The results show that the proposed method can robust in the real-life Computer vision applications.
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I. INTRODUCTION

Transformation invariant pattern recognition plays an essential role in the field of computer vision, pattern recognition, document analysis, image understanding and medical imaging. Since the system works well for the invariant real-life transformation distortions, it turns into an efficient recognition or identification system. In addition, features extracted from the identical sources should be classified as the same kind of classes in diverse luster and other deformation. An invariant pattern recognition system is capable of adjusting to any exterior artifacts and produces minimum false positives for the patterns that are obtained from the intra-classes. The aim of this paper is to suggest transformation invariant pattern recognition that improves the performance of recognition system. Images can be acquired either by a still camera or extracting frames from a motion sequence of video camera using a standard frame grabber or capture card. However, the latter method is more suitable for real-life processing because it produces sequence of images from which system can choose the best frame for the preprocessing. Image status checking has been carried out to select an image, which is capable for further processing such as binarization, localization and other recognition operations. Threshold analysis is an essential process to choose a set of minimum and maximum values for the real-life images, which are provided an efficient preprocessing in different kinds of luster. In the current literature, Image quality assessment was discussed by Li ma et al [1] to select a sharp Biometric image from the input sequence using Fourier transformation. However, there was no distance of capturing in between camera and subject position reported in the literature [2] [3].

Currently, biometric camera is capable to capture the eye images up to 36 inches with clear pigments of biometrics, though this paper analyses biometric images, which are acquired from 18 inches to 48 inches. Moreover, eye images are captured in divergent orientations with different luster and by varying distance between biometric camera and subjects that are challenges to the proposed methodology. Furthermore, Anti-spoofing module aims to allow living human beings by checking the pupil diameter variations in diverse luster at the same distance of capturing. It prevents artificial eye images to be enrolled or verified by the system. This method is known as challenge-response test.

Invariant feature extraction is a difficult problem in computer vision to recognize a person in non-invasive manner, for instance, from a long distance. It provides high security in any public domain application such as E-election, bank transactions, network login and other automatic person identification systems. The algorithm can be categorized into four types such as Quadrature-phasor encoded, Texture analysis, Zero-crossing, Local variation methods and rotation invariant feature extraction for biometrics were suggested by Daugman [3], Li ma et al [1], Li ma et al [2], and Bremananth et al [4][5][6], respectively. However, these methods have limitations such as masking bits for occlusion avoidance, shifting of feature bits and several templates required to make a system as rotation invariant. Locating active-region-of-pattern (AROP) is complicated processes in the diverse environment and luster variations that include luster
correction, invariance localization, segmentation, transformation invariant feature extraction and recognition.

The remainder of this paper is organized as follows: Section II emphasizes on transformation pattern extraction, geometric and luster transformation functions. Issues of transformation invariant pattern recognition are described in Section III. Section IV depicts the results obtained based on the proposed methodologies. Concluding remarks and future research direction are given Section V.

II. TRANSFORMATION PATTERNS EXTRACTION

The basic geometric transformations are usually employed in Computer Graphics and Visualization, and are often executed in Image analysis, Pattern recognition and Image understanding as well (Milan Sonka et al [7]). They allow exclusion of image deformations that occur when images are captured in a real-life condition. If one strives to match two different images of the same subject, an image transformation should be required to compensate their changes in orientation, size and shapes. For example, if one is trying to capture and match a remotely sensed eye images from the same area even after a minute, the recent image will not match exactly with the previous image due to factors such as position, scale, rotation and changes in the patina. To examine these alterations, it is necessary to execute an image transformation and then recognize the images. Skew occurs while capturing images with an obvious orientation at the diverse angles. These variations may be very tiny, but can be critical if the orientation is demoralized in subsequent processing. This is normally a problem in computer vision applications such as character, Biometric and license plate recognition.

The basic transformation is a vector function $T$ that maps the pixel $(x, y)$ to a new position $(x', y')$ described as

$$x' = T_x(x, y), \quad y' = T_y(x, y),$$

where $T_x$ and $T_y$ are transformation equations.

It transforms pixels into point-to-point basis. The commonly used transformations in recognition systems are pixel coordinate and brightness transformations. Pixel coordinate transformation is used to map the coordinate points of input pixel to a point in the output image. Figure 1 illustrates pixel coordinate transformation.

![Figure 1. Pixel coordinate transformation for biometric image](image)

Equation (1) is usually approximated by the polynomial (Milan Sonka et al 1999) as shown below

$$x' = \sum_{r=0}^{m-1} \sum_{k=0}^{r} a_{rk} x^r y^k, \quad y' = \sum_{r=0}^{m-1} \sum_{k=0}^{r} b_{rk} x^r y^k,$$

where $a_{rk}, b_{rk}$ are linear coefficients, $(x, y)$ is the known point and $(x', y')$ is the transformed point in the output image. It is possible to determine $a_{rk}, b_{rk}$ by solving the linear equations, if both coordinate points are known. When the geometric transform does not change rapidly depending on the position in the image lower order approximation polynomials ($m = 2$ or $3$) are used with 6 -10 pairs of corresponding points. These points should be distributed in the image in such a way that it can articulate the geometric transformation. Typically corresponding points are spread uniformly. When the geometric transform is sensitive to the distribution of corresponding points in the input, higher degree of approximating polynomials are used. Equation (3) is approximately with four pairs of corresponding points by the bilinear transform described as

$$x' = a_0 + a_1 x + a_2 y + a_3 xy, \quad y' = b_0 + b_1 x + b_2 y + b_3 xy.$$  

The affine transformation requires three pairs of corresponding points to find the coefficients as in (4). The affine transform includes geometric transformation such as rotation, translation, scaling and skewing.

$$x' = a_0 + a_1 x + a_2 y, \quad y' = b_0 + b_1 x + b_2 y.$$  

A transformation applied to the entire image may alter the coordinate system. Jacobian $J$ provides information about how the co-ordinates are modified due to the transformations. This is represented as

$$J = \left| \begin{array}{c} \frac{\partial(x', y')}{\partial(x, y)} \end{array} \right| = \left| \begin{array}{cc} \frac{\partial x'}{\partial x} & \frac{\partial x'}{\partial y} \\ \frac{\partial y'}{\partial x} & \frac{\partial y'}{\partial y} \end{array} \right|.$$  

If transformation is singular $J = 0$. If the area of an image is invariant under the transformation then $J = 1$. The Jacobian for the bilinear and affine transform is described in (6) and (7), respectively.

$$J = a_1 b_2 - a_2 b_1,$$  

$$J = a_1 b_2 - a_2 b_1.$$
A. Geometric Transformations.

Biometric feature extraction depends on geometric data transformation. We can see that face and Biometric images have mainly rotation transformations. In the real-life scenario, patterns are acquired by the sensors, due to rotation, translation and scaling, they are notably diverge. So that any robust algorithms could be suffered to extract unique templates in order to obtain their prominent by nature. For example, Table I describes some of the various geometric transformations which could be occurred duration acquisition of biometric patterns. From these seven transformation types, we believe that biometric patterns could be adapted to the ample circumstances which are habitually transpired on their pattern catastrophe.

<table>
<thead>
<tr>
<th>No.</th>
<th>Transformation Types</th>
<th>Transformation Function</th>
<th>J</th>
</tr>
</thead>
</table>
| 1.  | Rotation through the angle \( \phi \) about the origin in clockwise direction | \[ \begin{align*}
x' &= x \cos \phi - y \sin \phi \\
y' &= x \sin \phi + y \cos \phi
\end{align*} \] | 1 |
| 2.  | Rotation through the angle \( \phi \) about the origin in anticlockwise direction | \[ \begin{align*}
x' &= x \cos \phi + y \sin \phi \\
y' &= -x \sin \phi + y \cos \phi
\end{align*} \] | 1 |
| 3.  | Rotation through the angle \( \phi \) about a rotation point \((x,y)\) in anticlockwise direction | \[ \begin{align*}
x' &= x \cos \phi - y \sin \phi \\
y' &= y \sin \phi + x \cos \phi
\end{align*} \] | 1 |
| 4.  | Scaling a in x-axis and b in y-axis | \[ x' = ax \] \( y' = by \) | \( ab \) |
| 5.  | Fixed point scale | \[ x' = x_f + (x - x_f) \] \( y' = y_f + (y - y_f) \) | \( ab \) |
| 6.  | Skew by the angle \( \phi \) | \[ x' = x + y \tan \phi \] \( y' = y \) | 1 |
| 7.  | Translation | \[ x' = x + t_x \] \( y' = y + t_y \) | 1 |

Any complex upheaval can be approximated by partitioning an image into smaller rectangular sub-images. Image upheaval is estimated on the corresponding pair of pixels by using affine or bilinear method and then repairing each sub-image separately. An optical camera is a passive sensor, which offers more affordable non-linearities in raster scanning and a non-constant sampling period in capturing any moving object. There are some cataclysms that must be tackled in remote sensing. The main source of rotation, skew, scale, translation and non-linearity upheaval are due to the wrong position or orientation of the camera or sensor with respect to the object or diverse way of acquiring an object. Figure 2 shows some of the distortions that occur while capturing an object by any type of passive sensor.

Line non-linearity distortion is caused by variable distance of the object from the camera mirror as shown in Fig. 2a. Camera mirror rotating at constant speed causes panoramic parody. This is shown in Fig. 2b. The rotation or shake of an object during image capturing produces skew distortion as shown in Fig. 2c. The shear distortion is represented in Fig. 2d. The variation of distance between the object and camera provokes change-of-scale distortion as shown in Fig. 2e. Figure 2f shows the perspective distortions.

B. Luster Transformation function

Luster transformation functions are principally for reimbursing sheens and gleams of picture elements which are be revealed on the acquisition of biometric patterns. Here, we programmed for some of the luster which are possibly devastatingly exaggerated on the patterns and features of the face and Biometric images. Table II listed some of the luster transformation functions.

<table>
<thead>
<tr>
<th>No.</th>
<th>Transformation Types</th>
<th>Transformation Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Nearest neighbour</td>
<td>( f(x,y) = g(\text{round}(x),\text{round}(y)) )</td>
</tr>
<tr>
<td>2.</td>
<td>Linear interpolation</td>
<td>[ f(x,y) = (1-a)x + bg(l,k) + at + b(g(l,k) + 1) ]</td>
</tr>
<tr>
<td>3.</td>
<td>Bi-cubic interpolation</td>
<td>[ f(x,y) = \sum_{k=-2}^{2} \sum_{l=-2}^{2} h(k,l)g(x+k,y+l) ]</td>
</tr>
</tbody>
</table>

III. Issues in Biometric Transformation Invariant Patterns

The issues in the biometric transformation invariant patterns are such as subsist detection during image acquisition, image quality measure and tilted Biometric patterns have been addressed in the work to achieve rotation-invariant recognition system.

A. Subsist Detection

Subsist detection is required to determine, if the biometric sample is actually presented by living human or from any other artificial sources or not. One of the vulnerable points in the system is the user data capture interface that should ensure the signals for the genuine subject and should contradict artificial sources such as printed picture of biometrics, spurious fingers or eyes, video clips and any kind of objects like eyes. A challenge-response test ensures the pupil diameter variations in the imaging. It monitors the diameter of eye images under
diverse lighting conditions that enables the system to prohibit artificial sources.

B. Image Quality Assessment

Eye images can be acquired in widely varied luster under dark or bright lightings or in twilight or sunlight environments. Moreover, eye images might be truncated due to pan/tilt of subjects’ head movements, closed eyelashes/eyelids may be portrayed on the Biometric portion, spectacle reflection may occur in the Biometric area and glare images may be acquired due to reflection of fortifications colors. To resolve these problems, image quality must be assessed.

C. Distance Variation in Capturing

The current research includes identification of persons by their Biometrics even as they are walking around the place. Currently, Biometric recognition technologies identify a person who stands in front of a scanner and shows his/her eye properly. This is because Biometric pigments are not explicitly sharp enough to be scanned by the passive scanners in non-invasive manner. However, Biometric technology is more reliable than face recognition but it requires cooperation of subjects who will stand in front of the scanner and line up his/her eye properly. Thus, this paper analyzed Biometric patterns’ variations by varying its capturing distances. Remote Biometric recognition (RIR) is a value added solution to the IRS for the public if it is capable of recognizing the persons by their Biometric while moving at a distance. However it requires a high-resolution camera to capture the subjects’ eye images without their full cooperation. Thus this paper aims to suggest some technical contribution related to the Remote Biometric recognition system (RIRS).

D. Orientation-invariant Patterns

Most traditional approaches used a set of predefined rotation parameters to match the Biometric scores. For example, -9, -6, -3,0,3,6 and 9 degrees were employed by Li ma et al [1], Li ma et al [2] and seven left and right shifts were carried out by Daugman [3]. But during the runtime these predefined degrees may not be enough to estimate the rotation angle of Biometric patterns and hence produce false positives while pan/tilt angles of head positioning are rapidly varied. This paper estimates the rotation angle of Biometric patterns during imaging. By using the estimation angle, pattern’s rotation is corrected to its principal direction and then applies the feature extraction to encode the Biometric features. Thus, transformation invariant Biometric pattern recognition has been achieved efficiently by the system.

IV. Transformation Invariant Biometric Pattern Analysis

In this work, a Biometric camera is used to capture user’s eye images. It acquires images by passing Near Infrared (NIR) waves. The acquisition distance is normally between 19 and 36 inches and average capturing time is 1.5 seconds. Due to distance or luster changes, recognition process may produce different recognition rates. Perhaps, the recognition rate of the same candidate’s Biometric features may slightly vary at sunlight and twilight criterion. The image acquisition phase should consider three main aspects namely, the lighting system, the positioning system and the physical capturing system. Usually, in enrollment phase the Biometric images are captured without any eyewear that aids to encode the Biometric features accurately. However, the use of eyewear such as spectacles or contact lens, during the verification does not affect the recognition process.

Figure 3. Position of eye imaging at different distance and pan/tilt angles.

Biometric recognition system can work both in outdoor and indoor conditions without any hot spot of lighting intensities. But unlike face, palm and fingerprints imaging, Biometric is an internal organ, which is present inside the closed area of eyelids. Hence the users must provide full cooperation to acquire their eye images. Eye images are acquired in various pan and tilt angles such as, pan ranges from +40 to –40 degrees, tilt varies from 0 to 20 degrees and the distance of imaging varies between \( d_1=18-24 \), \( d_2=25-31 \), \( d_3=32-38 \), and \( d_4 =39-48 \) inches. This is illustrated in Fig. 3.

A. Anti-spoofing

Since biometric features may be counterfeited and criminally used to cheat the secured system, Challenge-Response Triangularization-Test (CRTT) is carried out to ensure that
images are acquired from actual human beings and not from artificial sources like Biometric photographs, spurious eyes or other artificial sources. Daugman et al. [3], and Li ma et al [1] [2] had discussed about these issues, but they did not present any specific scheme. Challenge-Response-Trigularization Test (CRTT) is suggested to improve anti-spoofing.

The human eye is controlled by two muscles, namely, the dilator and sphincter that allow eye to adjust its size and controls the amount of light entering the eye. The eye acts like a shutter of the camera. The pupil is normally a circular hole in the middle of the iris. Like a camera aperture, Biometric regulates the amount of light passing through the retina at the backside of the eye. If the amount of light entering the eye is increased, for example bright light, the iris sphincter muscle pulls towards the center; the size of the pupil is diminished and allows less light to reach the retina. If the amount of light entering the eye is decreased such as in the dark or at night, then iris dilator muscle pulls away from the center, the size of the pupil is expanded and allows more light to reach the retina. CRT uses these biological facts and verifies the response of the pupil diameter by varying luster levels from the same distance of capturing. Fig. 4 shows computation of the pupil diameter during acquisition.

The following is an algorithm for computation of pupil diameter:

**Step 1:** Acquire eye image in three diverse lighting levels from the same standing distance of the subject.

**Step 2:** Compute Triangularization of the pupil diameters. If diameters are divergent then let the image is in point of fact sourced from real-life scenario otherwise artificial sources may be counterfeited and alarm for catastrophe. The diameter of the pupil \( \Phi \) is calculated by (8) – (10).

\[
\Phi = \sqrt{(X_2 - X_1)^2 + (Y_2 - Y_1)^2}
\]  

(8)

\[
T_d = \sum_{i=0}^{n-1} |\Phi_i - \Phi_{i+1}| \leq \kappa
\]  

(9)

where \( T_d \) is a total diameter difference of the pupil in capturing \( n \) sequences, \( \partial \) is a Challenge-Response Trigularization Test variable, \( n \) is the number of eye images, \( \Phi_i \) and \( \Phi_{i+1} \) are diameters of the pupil in different luster. The CRTT identifies the input from a real-life scenario if \( \partial = 1 \), otherwise it decides that input is coming from artificial sources.

In an involuntary response test such as CRTT, the user’s body automatically provides the response with physiological changes or reaction to a stimulus. For this test, 10 printed photos were directly captured by the Biometric camera and used as input. No changes were observed in pupil diameters. Thus, the system found that artificial sources were counterfeited. 100 subjects’ eye images were captured with different luster of 40 watts, 60 watts and 100 watts light sources. The pupil diameter of ‘subject1’ was observed to be 83, 75 and 69 pixels with luster from 40 watts, 60 watts and 100 watts light sources respectively. The result show that pupil diameters vary from 92 to 82 pixels in 40 watts, from 81 to 69 pixels in 60 watts and from 70 to 55 pixels in 100 watts luster. It is noted that luster and pupil diameter sizes are inversely proportional. The result of diameter variations of luster and pupil diameter variation are shown in Figs. 5a and 5b respectively.

**B. Image prominence checking**

In real-life acquisition, images are acquired in different kinds of distances such as eyes are captured from 18 to 48 inches in the non-invasive mode images are acquired from 2 to 20 feet. Hence, these images are exaggerated by various artefacts such as motion blurred, defocused, truncation of AROI and other luster issues. These artefacts produce misclassification in the recognition phase. If an image can exceed a minimum focus threshold then it will be used for further processing. The image prominence-checking module is discussed to choose a best frame for negating the over truncated, spectacle reflected
and closed eyelashes/eyelid images. The blur correction process is performed to get back non-blurred images.

Figure 5b. Results of CRTT Pupil diameter variation. Red, Green and Blue circles indicate 40, 60 and 100 watts variations, respectively.

C. Biometric image status checking

This phase is invoked especially for status checking of eye images while acquiring in non-invasive mode. There is no direct contact between the Biometric acquisition camera and candidate Biometric. In this mode, there are many possibilities to acquire closed eyelashes/eyelid images or defocused images, truncation of Biometric images, spectacle-contact lens reflection images and glare images. Hence, image status checking method helps to choose a moderate image for further processing. The following algorithms are used to select a moderate image from the acquisition.

Finding closed eyelashes/eyelid images: In the closed eye images, Biometrics pattern is not focused properly. For that the system checks the fraction of closed portion of the Biometric. Thus it calculates gray magnitude of the eye area. If the up ceiling average of gray magnitude of pupil is less than the threshold \( (\eta_{a}) \) then the given image has closed eyelashes/eyelid otherwise not occluded. Equation (11) describes the process.

\[
\sum_{i} \sum_{j} \left( \frac{\theta(i, j)}{\psi_{nm}} \right) \leq \lambda_{a},
\]

where \( n \) and \( m \) is the size extracted portion of eye image, \( \lambda_{a} \) is an adaptive threshold value of pupil area and \( \theta(i, j) \) is an array of eye image gray magnitudes.

Figure 6. Diverse Luster occurs in the real-life biometric patterns while acquisition.

Truncation of Biometric: During image acquisition, the Biometric portion may be truncated due to the alignment of head positions. These types of images may produce false alarm in the Biometric matching processes. Hence the system verifies the threshold limit of truncation of the Biometric portion, which is tolerable to the feature extraction and classification phases. First a rectangle outline is fixed on the eye image and the scanning process begins to pass through the perimeter of a rectangle. While travelling, count the number of magnitudes that are satisfied with the Biometric threshold values. If the number of pixels is above the tolerance level i.e., truncation is present, then image is rejected, otherwise the image is accepted for further processing.

Spectacle reflection and glare eye images: Spectacle reflection and stare angrily position may appear in Biometric area. These types of artifacts occur due to over lighting conditions or sunlight reflection. Sometimes, spectacle can glance off large amount of lighting intensity that may reflect on Biometric portion. These issues may produce false positives in the recognition phase and the problems are overcome by filtering glare and spectacle reflection. Figure 5 shows some possible artifacts of images. Figure 7 depicts histogram corresponding to images in Fig. 6.

\[
d_{i} = \sqrt{(X_{ci} - X_{j})^2 + (Y_{ci} - Y_{j})^2}, \quad i = 1, 2, 3, 4 \text{ (mod 4)},
\]

\[
\sum_{i=1}^{4} \left( \sum_{j=1}^{d_{i}} \theta(i, j) \leq \lambda \right) \geq \xi,
\]

where \( d_{i} \) is the distance between end points of \( i^{th} \) line segment, \( \lambda \) is the Biometric threshold value and \( \xi \) is the tolerable level of the image.

Light incident on a flat surface will be reflected and transmitted. When a camera captures opaque non-luminous objects, the total light reflected is the sum of the contributions from the light sources and other reflecting surfaces in the frame. Often, light sources can be light-emitting sources and reflecting sources as the walls of a room. A luminous object reflection depends on both light source and light reflector. For example spectacle surface that are rough or grainy, reflects light in all directions. This scattered light is called diffuse reflection. A very rough matte surface produces predominantly diffuse reflections, so that the surface appears equally bright from all viewing directions.

(a) Clear image  
(b) Image with spectacle  
(c) Glared image
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In addition to diffuse reflection, light sources create, bright spots called specula reflection. These bright spots occur on shiny surfaces than on dull surfaces. Therefore, this system finds the adaptive local and global luminance level of the captured eye images followed by checking the tolerable level of the images.

To achieve consequently, first we extract a rectangle portion from the image eye that contains Biometric part. Next, convert this area into binary image and compute its arithmetic mean values. If mean values of reflection of a glass or glare are within the tolerance level, then the image is used for further processing, otherwise the image is rejected. This is described in (14) – (15).

$$R(i,j) = \begin{cases} 0 & \text{if } \theta(i,j) \leq l_u \text{ (Background)} \\ 1 & \text{otherwise (Foreground)} \end{cases}$$

$$\frac{1}{\psi_{nm}} \sum_{i=1}^{N} \sum_{j=1}^{M} R(i,j) \leq \mu_t,$$

where $n$ and $m$ is size of the rectangle, $R(i,j)$ is a set of binary values in the bounded rectangle, $l_u$ is a luster tolerance level and $\mu_t$ is the mean threshold value. After checking the captured images, this phase chooses a portion of the image, which is less than or equal to the threshold value for localization process.

D. Luminance level analysis

Intensity level of real-life images is not having unique thresholds for pre-processing. Hence luster level analysis is required to choose the intensity levels of the image while acquiring from different light sources. This approach incorporates both optimal and adaptive thresholds that aid to perfectly choose the threshold values for the binarization and localization processes. In this paper, normal distribution based optimal threshold, local characteristics based local and global threshold analyses have been carried out to select the best thresholds for the real-life images. In addition, fusion of mean intensity analysis is calculated to adopt thresholds in a widely anecdotal luster.

V. Conclusion

This research paper characterizes diverse ways to capture biometric images in real-life scenarios, which sustain to get potent recital in the transformation invariant pattern analysis. Locating AROP is accomplished in the diverse state of affairs.

These investigations unshackle an innovative tactic of research in terms of biometric recognitions such as in face and iris. The anti-spoofing was done by the unintentional response of physiological changes or reaction to a stimulus of the body, which helps to prevent artificial sources, enrolling or verifying by the system. The image pose checking was used to bear out the scenery of the eye images in diverse luster and artifacts. Finally, the luster levels of the images have been estimated. In further research, a global and local optimal doorsill will be suggested in incarnation with mean analysis. This method will be exploited to speculate doorsill values for localization or binarization process of the system.
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Abstract—This paper is focused on improving the quality of applying eXtreme Programming (XP) approach on software development process. It clarifies the fundamentals of agile methods of software development. It presents the basic concepts and features of XP approach. XP approach can be viewed as life cycle phases that include six phases: exploration, planning, iterations to release, production, maintenance, and death. Each XP phase can be achieved through performing a set of steps. In this paper, the researcher develops a set of elaborated steps for achieving each XP phase. In addition, the researcher proposes a quality assurance approach for applying XP approach. The proposed quality assurance approach can be used for assuring the quality of achieving XP phases. Then, the deviation between the actual quality and the acceptable quality level can be identified and analyzed. The weaknesses of the software development practices can be discovered, treated to improve the quality of each phase, and avoided in further phases. The strengths of the practices can be discovered, utilized, and encouraged.
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I. Introduction and Problem Definition

Software development is a mentally complicated task. Therefore, different software development methodologies and quality assurance methods are used in order to attain high quality, reliable, and bug-free software [17]. In recent years, agile software development methods have gained much attention in the field of software engineering [27]. A software development method is said to be an agile software development method when a method is people focused, communications-oriented, flexible (ready to adapt to expected or unexpected change at any time), speedy (encourages rapid and iterative development of the product in small releases), lean (focuses on shortening timeframe and cost and on improved quality), responsive (reacts appropriately to expected and unexpected changes), and learning (focuses on improvement during and after product development) [1].

Agile software development is an iterative and incremental approach that is performed in a highly collaborative manner to produce high quality software that meets the changing needs of its stakeholders. Agile software development methods offer a viable solution when the software to be developed has fuzzy or changing requirements, being able to cope with changing requirements throughout the life cycle of a project [7]. Agile software development methods include XP, Scrum, Crystal, Feature Driven Development (FDD), Dynamic System Development Methodology (DSDM), and Adaptive Software Development (ASD) [4].

- XP is the best known agile method that is driven by a set of shared values including simplicity, communication, feedback and courage. The XP values, practices, and life cycle will be explained in the next section of this paper.
- Scrum is an iterative and incremental approach for managing the software projects in a changing environment. Each iteration aims to produce a potential set of the software functionality.
- Crystal methodologies focus on incremental development which may be in parallel. Each increment may take several iterations to complete. The tunable project life cycle that is common for all Crystal methodologies is: envisioning, proposal, sales, setup, requirements, design and code, test, deploy, train, alter [1]. Crystal family of methodologies provides guidelines of policy standards, tools, work project, and standards and roles to be followed in the development process.
- FDD is a model-driven and short-iteration approach for developing software. It focuses on the design and building phases. FDD provides guidelines, tasks, techniques and five sequential processes: Develop an Overall Model, Build a Feature List, Plan by Feature, Design by Feature and Build by Feature [24].
- DSDM provides a framework that supports rapid, iterative and collaborative software development for producing high quality business information systems solutions [15]. The basic principle of DSDM is that the resources and timeframe are adjusted and then the goals and the required functionality are adjusted accordingly.
- ASD offers an agile and adaptive approach to high-speed and high-change software projects. ASD replace the static plan-design life cycle by a dynamic speculate-collaborate-learn life cycle. ASD focuses more on results and their quality than the tasks [13].
XP is one of the most popular agile development methods. Therefore, it is the main concern of this paper. The XP process is characterized by short development cycles, incremental planning, continuous feedback, and reliance on communication and evolutionary design [27]. It is designed for use with small teams that need to develop software quickly and in an environment of rapidly changing requirements.

Although the many advantages and features of XP approach, using it for developing software doesn't guarantee the success of this process at an acceptable level of quality. In addition, software projects are faced with many challenges that may lead them to the failure. Therefore, there is a need for assuring the quality of software development. Quality assurance is all the planned and systematic activities implemented within the quality system, and demonstrated as needed, to provide adequate confidence that an entity will fulfill the requirements for quality [11]. This paper focuses on elaborating a set of steps for achieving each XP phase, evaluating the quality of achieving this phase, and determining the deviation of achieving the phase to improve the quality of software development.

II. eXtreme Programming (XP) Approach

Extreme Programming was developed at Chrysler by Kent Beck while working on a payroll project as a member of a 15 person team. Beck continued to refine and improve the XP methodology after the project was completed until it gained worldwide acceptance in 2000 and 2001 [14].

The XP software development process focuses on iterative and rapid development. XP approach stresses communication and coordination among the team members at all times; and requires cooperation between the customer, management and development team to form the supportive business culture for the successful implementation of XP [1]. It is designed for use in an environment of rapidly changing requirements. It helps to reduce the cost of change by being more flexible to changes. XP is characterized by six phases: exploration, planning, iterations to release, productionizing, maintenance and death. XP is a software development discipline in the family of agile methodologies that contributes towards quality improvement using dozen practices [17]. XP consists of twelve practices, which are planning game, small releases, metaphor, simple design, testing, refactoring, pair programming, collective code ownership, continuous integration, 40-hour week, on-site customer, and coding standard [19]. Figure (1) illustrates the XP values, practices, and phases.

A. XP Values

XP is driven by a set of values including simplicity, communication, feedback and courage.

- Communication: An Agile method emphasises on face-to-face communication within the team and with the customer who is closely involve with the development process [21]. XP requires direct communication among all members to give the developers a shared view of the system which matches the view held by the users of the system.

- Feedback: The software developers should always have a way for getting information about the development process. Feedback relates to many dimensions that include the system, customer, and team. Feedback from the system and the team aims to provide project leaders with quick indicators of the project’s progress to take corrective or supportive actions. In addition, feedback from customer includes the functional and acceptance tests.

B. XP Practices (rules)

The four core values of XP are implemented with twelve core practices: Planning Game, Small Releases, Metaphor, Simple Design, Testing, Refactoring, Pair Programming, Collective Code Ownership, Continuous Integration, 40-hour Week, On-Site Customer, and Coding Standard.

- Simplicity: A simple design always takes less time to finish than a complex one. Therefore, XP encourages starting with the simplest solution. Extra functionality can then be added later. Extreme programmers do the simplest thing that could possibly work, and leave the system in the simplest condition possible. This improves the overall speed of development while still retaining an emphasis on working software.

- Courage: Courage means that developers are prepared to make important decisions that support XP practices. Courage enables developers to feel comfortable with refactoring their code when necessary. This means reviewing the existing system and modifying it so that future changes can be implemented more easily. In addition, courage may include removing source code that is obsolete, no matter how much effort was used to create that source code.

Figure (1): XP Values, Practices, and Phases.
1. Planning Game: At the beginning of the development process, customers, managers, and developers meet to create, estimate, and prioritize requirements for the next release. The requirements are captured on “story cards” in a language understandable by all parties. In fact, the developers estimate the effort needed for the implementation of customers’ stories and the customers then decide about the scope and timing of releases. The planning game and the story cards offer the devices to perform planning on the most detailed level for very short periods of time [18].

2. Small Releases: The development is divided in a sequence of small iterations, each implementing new features separately testable by the customer [7]. XP increases the pace of the delivery of the software by having short releases of 3-4 weeks. At the end of each release, the customer reviews the software product, identify defects, and adjust future requirements. An initial version of the software is put into production after the first few iterations. The small releases help the customer to gain confidence in the progress of the project. In addition, the small releases help the customer to come up with their suggestions on the project based on real experience.

3. Metaphor: The system metaphor is the story that customers, developers, and managers can tell about how the system works [19]. The system metaphor is an effective way of getting all members of the project team to visualize the project. It should provide inspiration, suggest a vocabulary, and a basic architecture. This is the only principle not strictly required in every XP project.

4. Simple Design: The developers must focus on designing only what is needed to support the functionality being implemented. The Developers are urged to keep design as simple as possible, say everything once and only once. A program built with XP should be a simple program that meets the current requirements. Kent Beck stated that the right design for the software at any given time is the one that runs all the tests, has no duplicated logic, states every intention important to the programmers, and has the fewest possible classes and methods [19].

5. Testing: Testing is an integral part of XP. All code must have automated unit tests and acceptance tests, and must pass all tests before it can be released [7]. The tests are written before coding. Sometimes, this practice is called “test first”. Programmers write unit tests so that their confidence in the operation of the program can become part of the program itself. For the same reason, customers write functional tests. The result is a program that becomes more and more confident over time.

6. Refactoring: Refactoring is the process of changing the code in order to improve it by removing redundancy, eliminating unused functionalities, improving code readability, reducing complexity, improving maintainability, adapting it to patterns or even trying to make the software work in an acceptable way. Refactoring throughout the entire project life-cycle saves time of development and increases quality.

7. Pair Programming: Pair programming is one of the key practices of XP. It is a programming technique that requires two programmers to work together at solving a development task while sharing the monitor, the keyboard, and the mouse. The work may include analyzing data, creating the data model, programming, etc. The advantages of pair programming are improving productivity, the quality of the solution, and job satisfaction [26]. Moreover, it reduces the time needed for task completion, it is particularly useful in complex tasks, and it is useful for training.

8. Collective Code Ownership: This practice indicates that the code is owned and shared by all developers. Everyone is able to edit it and see the changes made by others. It tends to spread knowledge of the system around the team. The code should be subjected to configuration management.

9. Continuous Integration: Developers integrate a new piece of code into the system as soon as possible it is ready. All tests are run and they have to be passed for accepting the changes in the code. Thus, XP teams integrate and build the software system multiple times per day. Continuous integration reduces development conflicts and helps to create a natural end to the development process.

10. 40-Hour Weeks: This practice indicates that the software developers should not work more than 40 hour weeks, and if there is overtime one week, that the next week should not include more overtime. The people perform best and most creatively if they are rested, fresh, and healthy. Therefore, requirements should be selected for iteration such that developers do not need to put in overtime.

11. On-Site Customer: A customer works with the development team at all times to answer questions, perform acceptance tests, and ensure that development is progressing as expected. This customer-driven software development led to a deep redefinition of the structure and features of the system [7]. It supports customer-developer communication [18].

12. Coding Standards: This practice indicates that the developers must agree on a common set of rules enforcing how the system shall be coded. This makes the understanding easier and helps on producing a consistent code. Coding standards are almost unavoidable in XP, due to the continuous integration and collective ownership properties.

C. XP Process

XP approach can be viewed as life cycle phases that include six phases: exploration, planning, iterations to release, productionizing, maintenance, and death [1]. Each phase can be achieved through a set of activities. Figure (2) illustrates the XP life cycle [22].

1. Exploration Phase: In the exploration phase, the customers write out the story cards that they wish to be included in the first release. Each story card describes a feature to be added into the program. At the same time, the development team gets familiar with the development
environment and the addressed technology [25]. The exploration phase takes between a few weeks to a few months, depending largely on how familiar the technology is to the programmers.

Figure (2): XP Life Cycle [22].

2. Planning Phase: In the planning phase, the customers set the priority order for the stories and an agreement of the features of the first small release is made. The developers estimate the necessary effort and time for each story. Then the schedule of the first release is developed and approved. The planning phase takes a couple of days.

3. Iterations to Release Phase: In the iterations to release phase, the actual implementation is done. This phase includes several iterations of the systems before the first release. The schedule is broken down to a number of iterations that will each take one to four weeks to implement [22]. For each iteration, the customer chooses the smallest set of most valuable stories that make sense together and programmers produce the functionality. Small releases reduce the risk of misled development. XP coding always begins with the development of unit tests. After the tests are written, the code is developed and continuously integrated and tested. At the end of the iteration all functional tests should be running before the team can continue with the next iteration [19]. When all iterations scheduled for a release are completed the system is ready for production.

4. Productionizing phase: The production phase includes extra testing and checking of the functionality and performance of the system before the system can be released to the customer [22, 25]. At this phase, new changes may still be found and the decision has to be made if they are included in the current release. During this phase, the iterations may need to be quickened from three weeks to one week. The postponed ideas and suggestions are documented for later implementation during, e.g., the maintenance phase.

5. Maintenance Phase: After the first release is productionized, the system must be kept running in production, while remaining stories are implemented in further iterations. Therefore, the maintenance phase requires an effort for customer support tasks. Development stays in this phase until the system satisfies the customers’ needs in all aspects.

6. Death Phase: Finally, development enters the death phase when the customer has no more stories to be implemented, and all the necessary documentation of the system is written as no more changes to the architecture, design, or code are made. Death may also occur if the system is not delivering the desired outcomes, or if it becomes too expensive for further development.

III. The Elaborated Steps for Achieving XP Phases

In XP approach, developers communicate among each other to efficiently utilize tacit knowledge and quickly find new solutions to current challenges. Developers communicate with customer representatives to deliver the most valued features, gain rapid feedback on deliveries and improve the customer’s trust and confidence [23].

XP approach can be viewed as life cycle phases that include six phases: exploration, planning, iterations to release, productionizing, maintenance, and death [1]. Each phase can be achieved through a set of steps. The researcher elaborates a set of steps for achieving each phase. In this section, the elaborated steps are presented. In the elaborated steps, if we don't tell who is responsible for performing the step, we mean that the developers and customers together must participate in doing it.

A. The Elaborated Steps of "The Exploration Phase"

The XP software development process is regarded as the flow in which user stories are generated, designed, coded and unit tested, refactored and verified. A user story is a software system requirement formulated as one or two sentences in the everyday or business language of the customers. The user stories should be written by the customers for a software project. During the development process, customers can generate new user stories and change old ones [27]. The elaborated steps required for achieving the exploration phase are:

1. Presenting and clarifying the purpose and the steps of "the exploration phase" to the customers who participating in the team.

2. Obtaining a preliminary background of the project. The background will be incremented through the next phases. The project's background includes project's motivation, assumptions, constraints, addressed technology, and the acceptance criteria.

3. Clarifying the purpose of the story cards as a tool for collecting the requirements. Each story card describes a feature to be added into the current release.

4. Presenting and clarifying the writing standards that must be considered when writing the story cards. For example, the
stories must be consistent, clear, testable, and integrated with the other related stories.

5. Writing the story cards that the customers wish to be included in the current release. This step must be done by the customers.

6. Understanding the story cards. This step must be done by the developers.

7. Analyzing and validating the story cards.

B. The Elaborated Steps of "the Planning Phase"

In the planning phase customers assign priorities to their stories and developers estimate the necessary effort for their implementation. Then a set of stories for the first small release is agreed upon and the release is scheduled according to the programmers' estimations [25]. If possible, near-site customers should do this with programmers in face-to-face meetings [20]. The elaborated steps required for achieving the planning phase are:

1. Presenting and clarifying the purpose and the steps of "the planning phase" to the customers who participating in the team.

2. Setting the priority order of the stories. This step must be done by the customers.

3. Identifying and negotiating the features that must be included in the current release.

4. Preparing an approved list of features needed to implement the current release.

5. Estimating the necessary effort and time for each story.

6. Preparing a proposed schedule for the current release.

7. Negotiating and approving the proposed schedule of the first release to reach to a final one.

C. The Elaborated Steps of "Iterations to Release Phase"

XP promotes the concept of "small releases" [16]. The meaningful releases should be made available to users when completed. This will allow early and frequent feedback from the customers. The elaborated steps required for achieving this are:

1. Presenting and clarifying the purpose and the steps of "iteration to release phase" to the customers who participating in the team.

2. Breaking down the schedule to a number of iterations. The iteration will take one to four weeks.

3. Choosing the smallest set of most valuable stories that make sense together [25] and useful to be included in each iteration.

4. Reviewing the functionality of all iterations.

5. Selecting the iteration to be implemented. The selection process depends on the logical sequence of the current release's functionalities.

6. Developing the unit tests for the selected iteration.

7. Writing the code for the selected iteration.

8. Integrating and testing the selected iteration.

9. Ensuring that all functional tests were done before moving to the next iteration.

10. Ensuring that all iterations scheduled are completed.

11. Delivering the current release to production phase.

D. The Elaborated Steps of "Productionizing Phase"

In productionizing phase, there are more testing and checking of the functionality and performance of the system such as system testing, load testing, and installation testing. The elaborated steps required for achieving productionizing phase are:

1. Presenting and clarifying the purpose and the steps of "the productionizing phase" to the customers who participating in the team.

2. Performing extra testing and checking of the functionality and performance of the system such as system testing, load testing, and installation testing.

3. Identifying new changes needed to be included in the current release.

4. Implementing and testing the new changes identified in the previous step.

5. Identifying and documenting the postponed ideas and suggestions to implement them during maintenance phase or in next releases.

6. Delivering the current running release to the customers.

E. The Elaborated Steps of "Maintenance Phase"

During the maintenance phase the system must be kept running in production, while remaining stories are implemented in further iterations. Development stays in this phase until the system satisfies the customers' needs in all aspects [25]. The maintenance efforts can be viewed in five main activities: system maintenance, solving system crash, end-user assistance, system enhancement, and system reengineering. The elaborated steps required for achieving maintenance phase are:

1. Presenting and clarifying the purpose and the steps of "the maintenance phase" to the customers who participating in the team.

2. Identifying, analyzing, and documenting the circumstances that led to bugs and symptoms of the problems. Then edit programs to fix bugs.

3. Performing unit, system, and regression testing for the edited programs.

4. Identifying, analyzing, and documenting the causes of the system crash.

5. Identifying and clarifying corrective instructions that are required to prevent the system crash. These instructions may include: terminate the on-line session, reinitialize the application, recover lost or corrupted databases, fix problems of local or wide network, and/or fix hardware problems.

6. Providing users with additional training.

7. Identifying and documenting enhancement ideas and requests.

8. Taking decisions about the enhancement ideas and requests that must be implemented in this phase or moved to next releases.

9. Writing and testing code for the approved enhancement ideas and requests.
F. The Elaborated Steps of "Death Phase"

In the death phase, the software development process has been finished. Now there is no change to architecture, design or code will be made. The elaborated steps required for achieving death phase are:

1. Presenting and clarifying the purpose and the steps of "the maintenance phase" to the customers who participating in the team.
2. Ensuring that all predefined stories has been implemented.
3. Finalizing all project documentation.
4. Evaluating the quality of the current release and the related parts of the system.
5. Identifying and documenting the learned lessons from the project.
6. Studying the feasibility of continuing the running of the release and the system.

IV. The Proposed Approach for Improving the Quality of Applying XP Approach

Applying XP approach on software development process doesn't guarantee the success of this process at an acceptable level of quality. In addition, software projects are faced with many challenges that may lead them to the failure. Therefore, there is a need for assuring the quality of software development. Quality assurance is all the planned and systematic activities implemented within the quality system, and demonstrated as needed, to provide adequate confidence that an entity will fulfill the requirements for quality [11].

The researcher proposes a quality assurance approach for applying XP approach. The proposed quality assurance approach can be used for assuring the quality of achieving XP phases. Figure (3) illustrates the proposed quality assurance model. The proposed quality assurance approach includes the following activities:

1. Achieving XP phase using the elaborated steps.
2. Evaluating the quality of the achieved phase.
3. Identifying the deviation between the actual quality and the acceptable quality level.
4. Analyzing the deviation to take corrective or supportive actions.

Firstly, the developers must recall, present and clarify the elaborated steps of the current XP phase to the customers participated in the XP team. Then, the developers and customers begin to achieve the current XP phase using the elaborated steps. The elaborated steps of each phase are not having the same level of importance. Each step may have one of the cases: high importance, average importance, or low importance. Secondly, the quality of the achieved phase must be evaluated using the common statistical techniques for measuring the quality. Thirdly, the deviation between the actual quality and the acceptable quality level must be identified. The acceptable quality level differs from project to project to another depending on the project field and the acceptance criteria of customers. Fourthly, corrective actions must be done to the current phase if the deviation due to a weakness of the performance. Otherwise, supportive actions may be needed for the next phases.

![Diagram](http://sites.google.com/site/ijcsis/)

Figure (3): The Proposed Quality Assurance Approach.

V. Conclusion

The main objective of this paper was improving the quality of applying XP approach. Therefore, the researcher elaborates a set of steps for achieving each XP phase and proposes a quality assurance approach for applying XP approach. The developers and customers can use the elaborated steps as a guiding tool for achieving each XP phase. The proposed quality assurance approach can be used for assuring the quality of achieving each XP phase. Then, the deviation between the actual quality and the acceptable quality level can be identified and analyzed.

We conclude that the quality assurance practices play a very important role for increasing the probability of the software development success. Applying the XP approach for developing software doesn't guarantee the success of this process. Therefore, there is a need for complementary quality assurance practices.

VI. Future Work

There are many efforts can be done in the field of XP approach in the future. Briefly, the following points are expected to be focused:

- Proposing an approach for evaluating the quality of XP phases.
• Building a software tool for managing XP projects.
• Using XP approach to achieve higher levels in Capability Maturity Model Integration (CMMI) for IT companies.
• Enhancing the calculation of software metrics related to XP projects.

REFERENCES
Software Complexity Methodologies & Software Security

Masoud Rafieghi
Taali University, Iran
Qom, Iran
Masoud_r62@yahoo.com

Nasser Modiri
Faculty Member, Zanjan Azad University, Iran
Tehran, Iran
Nassermodiri@yahoo.com

Abstract—It is broadly clear that complexity is one of the software natural features. Software natural complexity and software requirement functionality are two inseparable part and they have special range. Measurement complexity have explained with using the MacCabe and Halsted models and with an example discuss about software complexity in this paper. Flow metric information Henry and Kafura, complexity metric system Agresti-card-glass, design metric in item’s level have compared and peruse then categorized object oriented and present a model with 4 level of software complexity, we can create a decent understanding of software security best practices that can be practically applied and make a big impact on the software security problem.

Keywords—McCabe model, Halstead model, measurement software complexity, security software.

I. INTRODUCTION

Due to high cost of software, software organization are trying to find away to make it lower. Because of this the researcher are trying to find the relation of software feature and problem of extended software. Hard works need more time to do, in this time we need more sources, that it means more cost. One of the reasons for proceeding to software’s complexity and its measurement is controlling the expenditure of software’s life time, because software complexity is one of the basic agents in increasing cost of extended and maintenance. Software complexity is an item that is not identified and it’s not easy to measure and describe and usually disregarded in planning project process. So we are looking for a way to predict how hard maintenance, change and understanding software is. That with measurement and control decreases the cost on software’s life time.

II. COMPLEXITY MEASURE

Basic of complexity describe is quality of connection between different part of software system, the simplest metric for structure complexity is measure. The measure determine with LOC or functional point.

LOC

One of the most famous balance software is line counter with LOC unit or about big program with KLOC which is used for quantity of software complexity. Unfortunately there is no agreement on every part of LOC. most of the researcher come to an agreement to not calculate the distance of lines. But yet there is no agreement about comment, sign, and structure like BEGIN in Pascal and...

Another problem in free format language is different structure are in one textual line or one executive structure is broken to more than one line executive code.

LOC metric is simple, understandable; it used in every program language and it has wide usage. Also we can use it for evaluation programmer although it needs attention because of the style of programming it can has effect on values, a programmer it can has effect on values, a programmer may produce many lines and another one be success to compress that function in lower space. Also extend, work on different thing except producing more code, like document, programming test and... also the time of wage payment to code line need more attention because there is many way to make the program massive.

Function point metrics

Quantities metric which are base on the number of code line program are not satisfied. From the user point of view function points are a group of measurable code. A huge program may have millions LOC. But a program with 1000 function points is a huge application program or a real system. A function as a collection of programmable structure, with definition of formal parameter and local variable that change with this structure is defined.
A metric of functionality point, in IBM is a weighted total of five items that characterize a application program. Function point is coming from a tentative relation base on metric countable from software information domain and evaluation of software complexity. Function point will caulk with a complete table. Five feature of domain will determine. There are counts in suitable place of table. To determine the values of information domain flow this sentences:

The number of incoming user: every incoming user that has different application data from software will count. Entrance should count different from requests.

The number of outgo user: every outgo user that brings information for user will count. In this paper, outgo is reports, monitor, error massages and...

Sporadic ingredient data in a text report, won’t count differently.

The number of user’s requests: the request will define as a online entrance which produce answer without any pause every one of the requests will count.

The number of files: every main logical files is a logical group of data which can be part of a big information bank or a separate file, and will count.

The number of outgo interface: all of the machine reading (like data file on thin tape) which uses to transfer the information to another system will count.

Weighted coefficient

<table>
<thead>
<tr>
<th>Measurement parameter</th>
<th>Count</th>
<th>simple</th>
<th>average</th>
<th>complex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of entrance user</td>
<td>*</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Number of outgo user</td>
<td>*</td>
<td>4</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Number of requests user</td>
<td>*</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Number of files</td>
<td>*</td>
<td>7</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>Number of outgo interface</td>
<td>*</td>
<td>5</td>
<td>7</td>
<td>10</td>
</tr>
</tbody>
</table>

Total count: sum all FP portals which is in fig.1

\[
\text{FP} = \text{total count} \times [0.65 + 0.01 \times \sum (F_i)].
\]

(1)

One complex value will determine for every count when the data has assembled. The organization which use this way will develop determination simple, average or complex portal evidences. For function point (FP) use this frame:

\[
\text{FP} = \text{total count} \times [0.65 + 0.01 \times \sum (F_i)].
\]

(1)

Total count: sum all FP portals which is in fig.1

\[
F_i (i = 1 \text{ to } 14) \text{ <<Value of complexity conduction>> base on answer of these questions:}
\]

1. Does system need support and retrieval?
2. Does it need connection data?
3. Is there any parcel processing operation?
4. How important is efficiency?
5. Does system work in a operational environment?
6. Does system need online data portal?
7. Does online data online need to make input transaction on operation or multi job monitor?
8. Does main files update online?
9. Are the entrances, outgoes, files and requests complex?
10. Is the internal process complex?
11. Are the codes usable again?
12. Is there any reduction or installation in design?
13. Is it designed for installing in different organization?
14. Does the application program make the changes simple and use easily by user?

The answer of this questi on is between 0 to 5, the constant values in this frame have found tentative.

When function points were calculated, they are used in a way like LOC method. For normalization of software implement qualification, quantity and another qualification.

III. Other complexity metrics

✓ Cyclic number McCabe

Cyclic complexity is the most usage member of static software metric. Cyclic complexity measure the number of liner independence way in a yardstick. It shows a number which can compare with other programs complexity. Cyclic complexity is program complexity or McCabe complexity. It's easy to understand this complexity and you can get useful result.

This measure is independent from language and format language. Cyclic number is a simple way to compare software.

Cyclic complexity measure is coming from connection graph to measure.

\[
\text{CC} = E - N + P.
\]

(2)

\[
E: \text{number of edge graph}
\]

\[
N: \text{number of disconnect nod}
\]

\[
P: \text{number of disconnect part of graph}
\]

Countable treaties are needed for real count this item. For example some tools which get cyclic complexity have this treaty. this complex number give you a better measure to calculate the program complexity. this figure show a part of code and connection graph with cyclic number 9.

Nodes which have more than one way increase the cyclic complexity.

Another way to calculate cyclomatic complexity is:

\[
C_c = \text{number of decision} + 1.
\]

(3)

So, what’s the decision? Decisions come from conditional predicate. The cyclomatic complexity of a procedure without any decision is 1.there is no maximum value for cyclomatic complexity because one procedure can have many decision. Conditional predicate, include for, case, if ... then..., else..., while, do and...
Its merit to mention that cyclic complexity is not sensitive about unconditional junction like go to, return and break-statement, however they increase complexity. The complexity of many programs are measure and determine a confine for complexity that help software engineers to find the natural risk and perpetuity of a program.

Criterion which is regulated for development and maintenance program in reengineering can use. Studies show that the cyclic complexity program and errors frequency are dependent. The low complexity help out to understand program easier. Having changes in programs which are low cyclic complexity have lower risk than programs which are high cyclic complexity. Also cyclic complexity of yardstick is a powerful measure to test it. One common cyclic complexity usage is comparing it with a collection threshold value. You can see this collection in table II.

Table I. Effect of conditional predicate in cyclic complexity
+1 If…Then
+1 Else…If..Then
+1 Case
+1 For [Each]
+1 Do
+1 While

Table II. Cyclic complexity

<table>
<thead>
<tr>
<th>CC</th>
<th>Kind of procedure</th>
<th>Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-4</td>
<td>One simple procedure</td>
<td>Low</td>
</tr>
<tr>
<td>5-10</td>
<td>One perennial procedure with good structure</td>
<td>Low</td>
</tr>
<tr>
<td>11-20</td>
<td>A complex procedure</td>
<td>Average</td>
</tr>
<tr>
<td>21-50</td>
<td>A complex warning procedure</td>
<td>High</td>
</tr>
<tr>
<td>&gt;50</td>
<td>A susceptible of error and changeable procedure</td>
<td>Very high</td>
</tr>
</tbody>
</table>

cyclic complexity is usage in different precinct like:
- Analysis code development risk
- Analysis changes in maintenance risk
- Test planning
- Halsted’s metric

IV- Halsted metric
Professor Maurice Halstead separates the software knowledge and computer knowledge. Criterion of Halstead complexity for measurement the range of yardstick program complexity is coming from source code. Halstead’s criterions were for determine a quantities criterions from yardstick’s values. These criterions were the most powerful typical determine the code complexity between primary metrics. This metric use as a maintenance metric to apply the metrics to code. There is much different idea about value of Halstead criterion which is in the range of “complexity... and unreliable” to “the most powerful maintenance criterion”. one thing which is so important is reliable to tentative document in typical maintenance, but it’s clear that this Halsted criterion are useful even in development state for estimate the quality of code in programs which have high calculative density [1].Halstead’s criterions are based on four value which are from code source.

- \( n_2 \) : Number of different values which are in program.
- \( N_1 \) : Total number of operator
- \( N_2 \) : total number of values

This numbers cause 5 criterions:

Table III. Halstead metric

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Symbol</th>
<th>Frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of program</td>
<td>N</td>
<td>( N= N_1 + N_2 )</td>
</tr>
<tr>
<td>Collection of word program</td>
<td>N</td>
<td>( n= n_1 + n_2 )</td>
</tr>
<tr>
<td>Bulk</td>
<td>V</td>
<td>( V= N * (LOG2 n) )</td>
</tr>
<tr>
<td>Difficulty</td>
<td>D</td>
<td>( D= (n1/2) * (N2/n2) )</td>
</tr>
<tr>
<td>Effort</td>
<td>E</td>
<td>( E= D * V )</td>
</tr>
</tbody>
</table>

If one time a rule for calculating the value be specified, it’s easy to calculate this criterion. Derivation of number of code items needs a sensitive scanner which is a simple program for most of the languages. Halstead’s criterions are operational in operational system and for development effort one time after writing the code. Code maintenance at development time have to attend, Halstead’s criterions should use during code development the pursuit the complexity. They were criticized due to difference reasons. This is a claim which says these criterions measure lexical and textual complexity not structural or logical flow complexity. However that the most powerful measure criterions is maintenance. Specially, estimate the complexity with Halstead’s criterions for code which has high rate of logic calculations instead of logic junction is tenderer. Cyclic complexity is one of the structural complexity criterions. Another metrics express other aspect of complexity; include structural and calculative complexity as what you see on table IV.
Table IV. Example of criterion of complexity

<table>
<thead>
<tr>
<th>Criterion of complexity</th>
<th>Usual criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Halstead’s Criterion of complexity</td>
<td>Algorithmic complexity will measure by counting values</td>
</tr>
<tr>
<td>Henry and Kafura metrics</td>
<td>Connection between yardsticks(parameters, public, values, calling)</td>
</tr>
<tr>
<td>Bowles metrics</td>
<td>System and yardstick complexity, connecting by parameters and public values</td>
</tr>
<tr>
<td>Troy and Zweben metrics</td>
<td>Connection or to be yardstick, structure complexity (maximum depth structure chart) call to, call by</td>
</tr>
<tr>
<td>Ligier metrics</td>
<td>To be yardstick structure chart</td>
</tr>
</tbody>
</table>

V. Object-oriented complexity model

Paradigm OO by using a better way to analysis problem, plan and implement solution is basic change in software engineering. Most of the software engineering purposes are accessible like maintenance, reliable, usable.

Some advantages of OO system is fast development, high quality, easy maintenance, decreasing coast, better informational structure and increasing compatibility. One of the main reasons of this claims is OO methods with support of data secession hierarchy analysis.

Some important question which should be answered:
What is the difference between OO paradigm and primary paradigm?

How these differences make access to software engineering purpose easier?

Are this purpose really as they were claimed?

To answer this question we need to have ability measurement and suitable criterion.

Software metrics have many cohort as a basic rule in an engineering way for design and OO software development control like software complexity level.

Complexity of OO system can express with a collection of criterion which define in deferent level. A model of complexity system with four levels has suggested for OO system: values, method, object, system.

VI. Software security

Software security best practices applied to various software artifacts. Although the artifacts are laid out according to a traditional waterfall model in figure 4, most organizations follow an iterative approach today, which means that best practices will be cycled through more than once as the software evolves.

Figure 4. The artifacts are laid out according to a traditional waterfall model.

There is no silver bullet for software security; even a reasonable security testing regimen is just a start. Unfortunately security continues to be sold as a product, and most defensive mechanisms on the market do little to address the heart of the problem, which is bad software. Instead, they operate in a reactive mode: don’t allow packets to this or that port, watch out for files that include this pattern in them, throw partial packets and oversized packets away without looking at them. Network traffic is not the best way to approach this predicament, because the software that processes the packets is the problem. By using a risk-based approach to software security testing, testing professionals can help solve security problems while software is still in production [8].

Figure 5. The software development life cycle.

Throughout this series, we’ll focus on specific parts of the cycle; here, we’re examining risk-based security testing [7]. There is no silver bullet for software security; even a reasonable security testing regimen is just a start. Unfortunately security continues to be sold as a product, and most defensive mechanisms on the market do little to address the heart of the problem, which is bad software. Instead, they operate in a reactive mode: don’t allow packets to this or that port, watch out for files that include this pattern in them, throw partial packets and oversized packets away without looking at them. Network traffic is not the best way to approach this predicament, because the software that processes the packets is the problem. By using a risk-based approach to software security testing, testing professionals can help solve security problems while software is still in production [8].

6. Conclusions

Software metrics are useful technique. To improve quality we have to find a method to measure the complexity of software
for control and supervision on it. In this paper, the algorithms and methods of measurement the software complexity are compared. Studies and researches show that we can find the complexity by using algorithms and different methods as the high level of complexity cause many errors, need to test it and high coast of development and maintenance. so, software complexity has directly relation with coast of development and maintenance, so it’s not logical to disregard it. As result to decrease the coast of maintenance and repairing software you should measure and restrain the complexity of software. It is suppose that the present ways to measure the software complexity has wide domain that we should guide it to requirement complexity if we remove complexity sooner. We will have fewer coasts so it’s logical to looking for methods to measure the complexity in first phase of software production (requirements phase, analysis and design phase). As the trinity of trouble connectedness, complexity, and extensibility continues to impact software security in a negative way, we must begin to grapple with the problem in a more reasonable fashion. Integrating a decent set of best practices into the software development life cycle is an excellent way to do this. Although software security as a field has much maturing to do, it has much to offer to those practitioners interested in striking at the heart of security problems.
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I. INTRODUCTION

A typical WSN consists of a number of sensor devices that collaborate with each other to accomplish a common task (e.g. environment monitoring, object tracking, etc.) and report the collected data through wireless interface to a sink node. The areas of applications of WSNs vary from civil, healthcare and environmental to military. Examples of applications include target tracking in battlefields [1], habitat monitoring [2], civil structure monitoring [3], forest fire detection [4] and factory maintenance [5].

Wireless sensor networks (WSNs) become an invaluable research area by providing a connection between the world of nature and that of computation by digitizing certain useful information. In wireless sensor networks, the sensor node resources are limited in terms of processing capability, wireless bandwidth, battery power and storage space, which distinguishes wireless sensor networks from traditional ad hoc networks [6]. In most applications, each sensor node is usually powered by a battery and expected to work for several months to one year without recharging. Such an expectation cannot be achieved without carefully scheduling the energy utilization. So one of the very important factors that effect on sensor network life time is sensor's energies, so the protocol running on sensor networks must efficiently reduce the energy consumption in order to prolong network lifetime [7]. Data gathering is a typical operation in many WSN applications, and data aggregation in a hierarchical manner is widely used for prolonging network lifetime. Data aggregation can eliminate data redundancy and reduce the communication load. Hierarchical mechanisms (especially clustering algorithms) are helpful to reduce data latency and increase network scalability [8]. IERP protocol introduce new formula for cluster head selection that can better handle homogeneous energy circumstances than other clustering algorithms which IERP, first cluster the network then construct a spanning routing tree over all of the cluster heads. IERP uses two parameters to select heads on tree that includes distance from each node (others and base station) and residual energy of the nodes. Only the root node of this tree can communicate with the sink node by single -hop communication. Because the energy consumed for all communications in network can be computed by the free space model, the energy will be extremely saved and Network lifetime is prolonged. The rest of this paper is organized as follows: In the next section we introduce the related work, in section 3 we will discuss the proposed algorithm, simulation results and performance evaluation are given in section 4, the conclusion is presented in sections 5.

II. RELATED WORKS

In hierarchical networks, nodes are separated to play different roles, such as CHs and cluster members. The higher level nodes, cluster heads (CHs), Each CH collects data from the cluster members within its cluster, aggregates the data, and then transmits the aggregated data to the sink. All of the hierarchical routing protocols aim at selecting the best CH and clustering the nodes into appropriate clusters in order to save energy. The hierarchical clustering protocol may execute reclustering and reselecting of CHs periodically in order to distribute the load uniformly among the whole network [10]. By the method of CH selection, the hierarchical routing protocols can be classified into two categories: random-selected-CH protocol and well-selected-CH protocol. The former randomly selects CHs and then rotates the CH task among all nodes, while the latter carefully selects appropriate
CHs and then gathers nodes under the CHs based on the network status [9] and [10]. Energy Residue Aware (ERA) clustering algorithm is one of energy-aware hierarchical approaches. It is also improved from LEACH by including the communication cost into the clustering. The communication cost includes residual energy, communication energy from the CH to the sink and communication energy from the cluster members to the CH. ERA uses the same CH selection scheme as LEACH but provides an improved scheme to help non-CH nodes choose a better CH to join by calculating the clustering cost and finding CH according to maximum residual energy [11].

In HEED, author introduces a variable known as cluster radius which defines the transmission power to be used for intra-cluster broadcast [12]. The initial probability for each node to become a tentative cluster head depends on its residual energy, and final heads are selected according to the intra-cluster communication cost. HEED terminates within a constant number of iterations, and achieves fairly uniform distribution of cluster heads across the network. In EAP(Energy-Aware Routing Protocol), a node with a high ratio of residual energy to the average residual energy of all the neighbour nodes in its cluster range will have a large probability to become the cluster head. This can better handle heterogeneous energy circumstances than existing clustering algorithms which elect the cluster head only based on a node’s own residual energy. After the cluster formation phase, EAP constructs a spanning tree over the set of cluster heads [13]. Only the root node of this tree can communicate with the sink node by single-hop communication. Because the energy consumed for all communications in the network can be extremely saved and thus leading to sensor network longevity [14].

III. THE PROPOSED ALGORITHM

In IERP, the role of the cluster head must be rotated among all sensor nodes. Therefore, the operation of IERP is divided into rounds. Each round begins with a set-up phase while clusters are organized and then in the steady-state phase the routing tree is constructed as well as aggregated data are sent to the sink node.

In IERP protocol, each node needs to maintain a neighbourhood table to store the information about its neighbours that including residual energy and distance to sink.

A. Network Model

This paper assumes that $N$ sensor nodes are randomly scattered in a two-dimensional square field $A$ and the sensor network has the following properties:

- The energy of sensor nodes cannot be recharged.
- Sensor nodes are location-aware, i.e. a sensor node can get its location information through other mechanism such as GPS or position algorithms.

B. Set-up phase

At the beginning of each round, each node first estimates its residual energy $\left( E_{node-res}\right)$ and broadcasts the $CH-E_Msg$ within radio range $r$ which contains residual energy and distance to base station. Each node receives the $CH-E_Msg$ from all neighbours in its cluster range and updates the neighbourhood table, also compute $CH-E$ (cluster head election) using (1).

$$CH-E = \frac{\left( E_{node-res}\right)_{j}}{\left( 1 - \frac{dis\left(j\right)}{100}\right)^2}$$

$\left(E_{node-res}\right)_{j}$ can be derived as below:

$$\left(E_{node-res}\right)_{j} = Max\left(\left(E_{node-res}\right)_{j} - \left(E_{other}\right)_{j}\right)$$

Where, $N$ is the set of nodes, $S_O$ is set of other nodes within radio range $r$ and $\left(E_{node-res}\right)_{j}$ indicates the residual energy of node $j$ in the current round as well as $\left(E_{other}\right)_{j}$ indicates the communication energy from node $j$ to other nodes $i$ within radio range $r$. Eventually, each node chooses $\left(E_{node-res}\right)_{j}$ according to maximum residual energy.

Value of parameter $dis\left(i\right)$ is computed as follow :

$$dis\left(i\right) = \sum_{i=1}^{\left|O\right|} \left| D_{db}\left(j\right) - D_{db}\left(i\right)\right| \times t_p \times k$$

Where, $D$ is the distance from base station. We assume that number of bits $k=1$, Transmission power $t_p = 1$.

In this protocol, If node s $CH-E$ is the largest value within radio range $r$, it will set its state as head and node which has the second largest value of $CH-E$ is selected as the back up cluster head for the next round. Because, the probability that this node will be selected as cluster head in the next round is high. So minimizing communication energy , calculations of CHs for half of rounds and reduction of energy Consumption for each round can help to prolong the network lifetime.

C. Construction of Routing Tree

There are several ways that can construct aggregation tree[16]. All tree algorithms have the same structure but have different metrics and cost measures. In this paper we use two parameters to select root node on tree which is distance from each node (others or base station) and residual energy of the nodes. Only the root node of this tree can communicate with the sink node by single-hop communication. In IERP, After clustering, cluster heads broadcast within a radio range $R$ a message contains node residual energy and its distance to base station.
station. The cluster head computes \( RN \) (root node) by using (4):

\[
RN = \frac{(E_{CH-res})_j}{\sum_{i=1}^{n}(E_{CH-res})_i} + \sum_{i=1}^{n} \text{dis}(ij)^2}
\]

Where, \( (E_{CH-res}) \) is obtained as follow:

\[
(E_{CH-res})_j = (E_{CH-rem})_j - (E_{CH-BS})_j \quad j \in S_c
\]

\( S_c \) is set of cluster heads in radio range \( R \), \( (E_{CH-res})_j \) indicates the residual energy of the cluster head, \( (D_{CH-db}) \) indicates cluster head distance to base station and \( \text{dis}(ij) \) determines distance between cluster heads in radio range \( R \).

Each cluster head node compute this \( RN \) and broadcasts it to other cluster head nodes within its radio range \( R \). If the other cluster head node has smaller \( RN \), it selects the node that has the largest \( RN \) as its parents and sends a message to notify the parent node. Finally, after a specified time, a routing tree will be constructed, whose root node has the largest \( RN \) among all cluster heads. Example of network topology is shown in Fig. 1.

**TABLE I. SIMULATION PARAMETERS**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Field</td>
<td>(0,0)–(100,100)</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>100–500</td>
</tr>
<tr>
<td>Cluster radius R</td>
<td>30 m</td>
</tr>
<tr>
<td>Sensing radius r</td>
<td>10 m</td>
</tr>
<tr>
<td>Sink position</td>
<td>(50,200)</td>
</tr>
<tr>
<td>Initial energy</td>
<td>3 J</td>
</tr>
<tr>
<td>Data packet size</td>
<td>600 Bytes</td>
</tr>
<tr>
<td>Broadcast packet size</td>
<td>30 Bytes</td>
</tr>
<tr>
<td>Ethreshold</td>
<td>0.01 J</td>
</tr>
<tr>
<td>Eelec</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>Efs</td>
<td>10 nJ/bit/m2</td>
</tr>
<tr>
<td>Threshold distance</td>
<td>80m</td>
</tr>
<tr>
<td>Data Cycles per round(L)</td>
<td>5</td>
</tr>
</tbody>
</table>

**D. Intra-Cluster Coverage**

Coverage is one of the most important issues in WSNs and it has been studied extensively in recent years [17]. Coverage mechanism is to choose a subset of active nodes to maintain the coverage expectation. We introduce into clusters the notion of intra-cluster coverage which selects some active nodes within clusters while maintaining coverage expectation of the cluster. Utilizing the idea proposed in our research, cluster head randomly chooses \( m' \) nodes according to (6):

\[
P_{\text{cover}} = \sum_{i=k}^{m'} \binom{C_{m'}^{i}}{i} \left( \frac{r}{R} \right)^{2i} \left( 1 - \frac{r^2}{R^2} \right)^{m'-i}
\]

Where, \( P_{\text{cover}} \) is the coverage expectation of sensing field, and \( r \) is sensing radius, \( R \) is cluster radius and \( m' \) is the number of active nodes. Use of intra-cluster coverage has two advantages. The first is to reduce energy consumption in each round by turning redundant nodes’ radio off so that network lifetime is prolonged. The second is to reduce TDMA schedule overhead. In this case we can coverage whole of network by active nodes and other member nodes are turned off, as a result, energy consumption in intra cluster nodes remarkably reduced and network lifetime is extended [15].

**IV. PERFORMANCE EVALUATION**

We used NS-2 to implement and simulate our protocol and compare it with the ERA and EAP protocols. Every simulation result shown below is the average of 100 independent experiments where each experiment uses a different randomly-generated uniform topology of sensor nodes. The parameters used in simulations are listed in Table 1.

**A. Network Lifetime**
Fig. 2 shows the network lifetime between ERA, EAP, and IERP protocols with the number of nodes from 100 to 500. As seen in figure, number of rounds is significantly extended due to the reasons. First, cluster head roles are rotated, so energy consumption among cluster members is balanced. Second, constructing routing tree on cluster heads to send aggregated data to the base station as multi-hop that can extremely reduces energy consumption in Cluster heads.

B. Network Lifetime Versus Base station position

As you know in ERA cluster heads, directly communicate with the sink node, the energy consumption for each cluster head is different because the distance between each node and the sink node is different. As a result, energy consumption farthest CHs to the BS more than nearest CHs. So, their energy significantly reduced and nodes die soon. In IERP and EAP protocols, there is only a single node to communicate with the sink node, Fig. 3 shows, the network lifetime of three protocols, by changing base station position.

C. Average Energy Consumption in Cluster Heads

Energy consumption by cluster heads per round in IERP is lower than that in ERA and EAP. Because in ERA cluster heads send their data directly to the Base Station. EAP don’t use distance (to base station or other node) for its cluster head election while IERP construct cluster heads and spanning tree on cluster heads based on distance and residual energy and cluster heads send their data in multi-hop to the base station so, extremely reduce energy consumption in CHs, as shown in Fig. 4 for 10 rounds.

D. Time of the Nodes dead

Fig. 5 shows an influence of network topology. We change the number of nodes from 100 to 500 and observe the time of the nodes dead. In ERA and EAP each node has to spend more energy to communicate with other nodes and manage the cluster so the network lifetime decreases with the scale of network while IERP is improved on average time of 100% nodes dead when the number of nodes is changed from 100 to 500. Because, each node has the lower energy consumption.

V. Conclusion

In this paper, to maximize the network lifetime we used hierarchical mechanism with new factors for selecting cluster heads and root node on the tree. Also we introduced new coverage schema for energy saving in member sensors, which can save extremely energy in sensors. According Simulation results, IERP has improved the network lifetime by reducing energy consumption on cluster heads and other sensor nodes, when compared to other protocols.

REFERENCES


Distributed Computing in Sensor Systems, DCOSS'05, (Poster Session), Marina del Rey, CA, USA, June 30-July 1, 2005, pp. 389-390


[10] Chung-Horng Lung , Chenjuan Zhou , “Using hierarchical agglomerative clustering in wireless sensor networks:An energy-efficient and flexible approach”, in:Department of Systems and Computer Engineering Carleton University, Ottawa, Ontario, Canada K1S 5B6-2010


Java-Based Intrusion Detection System in a Wired Network

Eugène C. Ezin #1, Hervé Akakpo Djihountry #2

# Institut de Mathematiques et de Sciences Physiques
Unité de Recherche en Informatique et Sciences Appliquees
University of Abomey-Calavi
BP 613 Porto-Novo, Republic of Benin
1eugene.ezin@imsp-uac.org
2herve.akakpo@imsp-uac.org

Abstract—Intrusion Detection has become an integral part of the information security process. The cost involved in protecting network resources is often neglected when compared with the actual cost of a successful intrusion, which strengthens the need to develop more powerful intrusion detection systems. Many existing systems for intrusion detection are developed in C, Objective-C, Tcl, C++ programming languages.

In this paper, we design and develop a network intrusion detection system using Java programming language. We simulate the land attack, the flooding attack and the death’s ping attack to show the effectiveness of the proposed system in which packets in the network are captured online as they come on the network interface.

Keywords-component—Intrusion Detection System (IDS), Jpcap library, Network Security.

I. INTRODUCTION

With the proliferation of networked computers and the Internet, their security has become a primary concern. This rapid advancement in the network technologies includes higher bandwidths and ease of connectivity of wireless and mobile devices. In 1980, Anderson proposed that audit trails should be used to monitor threats [1]. The importance of such data was not been understood at that time and all the available system security procedures were focused on denying access to sensitive data from an unauthorized source. Latter, Dorothy [2] proposed the concept of intrusion detection as a solution to the problem of providing a sense of security in computer systems. This intrusion detection model is independent of system, type of intrusion and application environment.

Intrusion detection according to Bace is the process of intelligently monitoring the events occurring in a computer system or network, analyzing them for signs of violations of the security policy [3]. In short, intrusion detection is the process of monitoring computers or networks for unauthorized entrance, activity, or file modification. Intrusion detection systems refer to those systems which are designed to monitor an agent’s activity to determine if the agent is exhibiting unexpected behavior. Intrusion detection model was proposed by Denning [2]. A more precise definition is found in [4] in which an intrusion detection system is a system that attempts to identify intrusions, which we define to be unauthorized uses, misuses, or abuses of computer systems by either authorized users or external perpetrators. Some intrusion detection systems monitor a single computer, while others monitor several computers connected by a network.

Intrusion detection systems detect intrusions by analyzing information about user activities from sources such as audit records, system tables, and network traffic summaries. In short, intrusion detection systems can also be used to monitor network traffic, thereby detecting if a system is being targeted by a network attack such as a denial of service attack.

The primary aim of intrusion detection system is to protect the availability, confidentiality and integrity of crytical networked information systems. Intrusion detection systems are defined by both the method used to detect attacks and the placement of the intrusion detection system on the network. The objective of an intrusion detection system is to provide data security and ensure continuity of services provided by a network [5].

Two major approaches are used by intrusion detection systems: misuse detection and anomaly detection.

Intrusion detection system may perform either misuse detection or anomaly detection and may be deployed as either a network-based system or a host-based system. This description of intrusion detection system leads to four general groups: misuse-host, misuse-network, anomaly-host, and anomaly-network.

Some intrusion detection systems combine qualities from all these categories by implementing both misuse and anomaly detection, and are known in literature as hybrid systems [6]. Even though Gupta in [7] gives an overview on robust and efficient intrusion detection systems, the intrusion detection problem is a hard one since no security is absolutely guarantee for ever.

The goal of this paper is to propose a model for intrusion detection with three different positions for the intrusion detection system using Java programming language. The Jpcap library is used in the implementation. So doing, the overall system has more chance to detect an attack. To show the effectiveness of the overall system, three different attacks are simulated.

The paper is organized as follows: section II presents different phases of an attack. Section III gives an overview on the two approaches to intrusion detection. Section IV presents
some intrusion detection systems. Section V presents the
design of the intrusion detection system we proposed through
subsection V-A which describes the functional components
of the authentication process. Subsection V-B describes the
functional description of the proposed system. Architectures
and possible locations of the proposed network intrusion
detection system are given in subsection V-D. A description
of the platform is given in section V-E while section V-F
describes the involved open source tools to realize the network
intrusion detection system. Section VI presents the global
architecture.

II. TYPES OF ATTACK

Classes of attack might include passive monitoring of
communications, active network attacks, close-in attacks, ex-
ploration by insiders, and attacks through the service provider.
Information systems and networks offer attractive targets and
should be resistant to attack from the full range of threat
agents, from hackers to nation-states. A system must be able
to limit damage and recover rapidly when attacks occur. There
are eleven types of attack namely: passive attack, active attack,
distributed attack, insider attack, close-in attack, phishing
attack, password attack, buffer overflow attack, hijack attack,
spoofing attack, exploit attack.

A. Passive Attack

A passive attack monitors unencrypted traffic and looks
for clear-text passwords and sensitive information that can
be used in other types of attacks. Passive attacks include
traffic analysis, monitoring of unprotected communications,
decrypting weakly-encrypted traffic, and turing authentication
information such as passwords. Passive interception of
network operations enables adversaries to see upcoming ac-
tions. Passive attacks result in the disclosure of information or
data files to an attacker without the consent or knowledge of
the user.

B. Active Attack

In an active attack, the attacker tries to bypass or break into
secured systems. This can be done through stealth, viruses,
worms, or Trojan horses. Active attacks include attempts to
circumvent or break protection features, to introduce malicious
code, and to steal or modify information. These attacks are
mounted against a network backbone, exploit information in
transit, electronically penetrate an enclave, or attack an
authorized remote user during an attempt to connect to an
enclave. Active attacks result in the disclosure or dissemination
of data files, deny of service, or modification of data.

C. Distributed Attack

A distributed attack requires that the adversary introduce
code, such as a Trojan horse or back-door program, to a trusted
component or software that will later be distributed to many
other companies and users. Distribution attacks focus on the
malicious modification of hardware or software at the factory
or during distribution. These attacks introduce malicious code
such as a back door to a product to gain unauthorized access
to information or to a system function at a later date.

D. Inside Attack

An insider attack involves someone from inside, such as a
disgruntled employee, attacking the network. Insider attacks
can be malicious or not. Malicious insiders intentionally
eavesdrop, steal, or damage information; use information in
a fraudulent manner; or deny access to other authorized users.
No malicious attacks typically result from carelessness, lack of
knowledge, or intentional circumvention of security for such
reasons as performing a task.

E. Close-In Attack

A close-in attack involves someone attempting to get phys-
ically close to network components, data, and systems in
order to learn more about a network. Close-in attacks consist
of regular individuals attaining close physical proximity to
networks, systems, or facilities for the purpose of modifying,
gathering, or denying access to information. Close physical
proximity is achieved through surreptitious entry into the
network, open access, or both.

One popular form of close-in attack is social engineering
in a social engineering attack, the attacker compromises the
network or system through social interaction with a person,
through an electronic mail or phone. Various tricks can be
used by the individual to reveal information about the security
of company. The information that the victim reveals to the
hacker would most likely be used in a subsequent attack to
gain unauthorized access to a system or network.

F. Phishing Attack

In phishing attack the hacker creates a fake web site that
looks exactly like a popular site. The phishing part of the attack
is that the hacker then sends an e-mail message trying to trick
the user into clicking a link that leads to the fake site. When
the user attempts to log on with their account information, the
hacker records the username and password and then tries that
information on the real site.

G. Password Attack

In a password attack an attacker tries to crack the passwords
stored in a network account database or a password-protected
file. There are three major types of password attacks: a
dictionary attack, a brute-force attack, and a hybrid attack.
A dictionary attack uses a word list file, which is a list of
potential passwords. A brute-force attack is when the attacker
tries every possible combination of characters.

H. Buffer Overflow Attack

Buffer overflow attack is produced when the attacker sends
more data to an application than is expected. A buffer overflow
attack usually results in the attacker gaining administrative
access to the system in a command prompt or shell.
I. Hijack Attack

In a hijack attack, a hacker takes over a session between you and another individual and disconnects the other individual from the communication. You still believe that you are talking to the original party and may send private information to the hacker by accident.

J. Spoofing Attack

In a spoofing attack, the hacker modifies the source address of the packets he or she is sending so that they appear to be coming from someone else. This may be an attempt to bypass firewall rules.

K. Exploit Attack

In this type of attack, the attacker knows a security problem within an operating system or a piece of software and leverages that knowledge by exploiting the vulnerability.

III. DIFFERENT APPROACHES TO INTRUSION DETECTION

Many classifications exist in literature about intrusion detection [7], [8].

The basic types of intrusion detection are host-based and network-based. Host-based systems were the first type of intrusion detection systems to be developed and implemented. These systems collect and analyze data that originate in a computer that hosts a service, such as a Web server. Once this data is aggregated for a given computer, it can either be analyzed locally or sent to a separate/central analysis machine. Instead of monitoring the activities that take place on a particular network, network-based intrusion detection analyzes data packets that travel over the actual network. These packets are examined and sometimes compared with empirical data to verify their nature: malicious or benign. Because they are responsible for monitoring a network, rather than a single host, network-based intrusion detection systems tend to be more distributed than host-based intrusion detection system. The two types of intrusion detection systems differ significantly from each other, but complement one another well. The network architecture of host-based is agent-based, which means that a software agent resides on each of the hosts that will be governed by the system. In addition, more efficient host-based intrusion detection systems are capable of monitoring and collecting system audit trails in real time as well as on a scheduled basis, thus distributing both CPU utilization and network overhead and providing for a flexible means of security administration.

Two other approaches encountered in literature concerning intrusion detection systems for detecting intrusive behavior are misuse detection and anomaly detection.

A. Misuse Detection

Misuse detection relies on matching known patterns of hostile activity against databases of past attacks. They are highly effective at identifying known attacks and vulnerabilities, but rather poor at identifying new security threats. Misuse-detection based intrusion detection systems can only detect known attacks.

In [9], the following advantages and disadvantages of misuse detectors can be found.

1) Advantages of misuse detectors: misuse detectors are very efficient at detecting attacks without signaling false alarms. They can quickly detect specially-designed intrusion tools and techniques and provide systems’ administrators an easy tool to monitor their systems even if they are not security experts.

2) Disadvantages of misuse detectors: misuse detectors can only detect attacks known beforehand. For this reason the systems must be updated with newly discovered attack signatures. Misuse detectors are designed to detect attacks that have signatures introduced to the system only. When a well-known attack is changed slightly and a variant of that attack is obtained, the detector is unable to detect this variant of the same attack.

B. Anomaly Detection

Anomaly detection will search for something rare or unusual by applying statistical measures or artificial intelligence to compare current activity against historical knowledge. Common problems with anomaly-based systems are that, they often require extensive training data for artificial learning algorithms, and they tend to be more computationally expensive, because several metrics are often maintained, and these need to be updated against every system’s activities. Several approaches apply artificial neural networks in the intrusion detection system that has been proposed [10].

Anomaly detection based intrusion detection systems can detect known attacks and new attacks by using heuristic methods.

Anomaly detection-based intrusion detection systems are separated into many sub-categories in the literature including statistical methodologies [11] data mining [12], artificial neural networks [13], genetic algorithms [14] and immune systems [15]. Among these sub-categories, statistical methods are the most commonly used ones in order to detect intrusions by analyzing abnormal activities occurring in the network.

In [9], advantages and disadvantages of misuse detectors can be found.

1) Advantages of anomaly detection: anomaly-based intrusion detection systems, superior to signature-based ones, are able to detect attacks even when detailed information of the attack does not exist. Anomaly-based detectors can be used to obtain signature information used by misuse-based intrusion detection systems.

2) Disadvantages of anomaly detection: anomaly-based intrusion detection systems generally flag many false alarms just because user and network behavior are not always known beforehand. Anomaly-based approach requires a large set of training data that consist of system event log in order to construct a normal behavior profile.
C. Hybrid Intrusion Detection

The hybrid intrusion detection system is obtained by combining packet header anomaly detection and network traffic anomaly detection which are anomaly-based intrusion detection systems with the misuse-based intrusion detection system. Snort is an example of an open-source project for hybrid intrusion detection. The hybrid intrusion detection system is said to be more powerful than the signature-based on its own because it uses the advantages of anomaly-based approach for detecting unknown attacks [9].

IV. PRESENTATION OF SOME INTRUSION DETECTION SYSTEMS

There are many implemented intrusion detection systems around the world. Sobirey web site [16] presents more than ninety intrusion detection systems. Some are proprietary (free or commercial) and others are open source. Commercial intrusion detection systems belong to specialized societies in network security such as Cisco System, Computer Associates, Intrusion.com, Network Associates, etc. In the following subsections, we will present some open source intrusion detection systems such as HIDS OSSEC, HIDS Samhain, NIDS Snort, NIDS BRO, IDS Prelude. This choice is motivated by the fact that intrusion detection system we developed is open source using Java technologies.

A. HIDS OSSEC

OSSEC which stands for open source security is an open source host-based intrusion detection system. It performs log analysis, file integrity checking, policy monitoring, rootkit detection, real-time alerting and active response. It was initially developed to analyze journal files on servers. Nowadays, OSSEC is able to analyze different journal file formats such as those of Apache, syslog, snort.

B. HIDS Samhain

The Samhain host-based intrusion detection system (HIDS) provides file integrity checking and log file monitoring/analysis, as well as rootkit detection, port monitoring, detection of rogue SUID executables, and hidden processes. Samhain been designed to monitor multiple hosts with potentially different operating systems, providing centralized logging and maintenance, although it can also be used as a stand-alone application on a single host. Samhain is an open-source multiplatform application for POSIX systems (Unix, Linux, Cygwin/Windows).

C. NIDS Snort

Snort is the most commonly used signature-based intrusion detection system and the most downloaded. It is a fast, signature-based and open-source intrusion detection system which produces alarms using misuse rules. It uses binary tcpdump-formatted files or plain text files to capture network packets. Tcpdump is a software program that captures network packets from computer networks and stores them in tcpdump-formatted files. Snort has a language to define new rules. Snort is an open-source project and it has an architecture making it possible to integrate new functionalities at the time of compilation [17], [18].

D. NIDS BRO

Bro is an open source Unix based network intrusion detection system [19]. It is a stand-alone system for detecting network intruders in real-time by passively monitoring a network link over which the intruder’s traffic transits. Bro is conceptually divided into an event engine that reduces a stream of (filtered) packets to a stream of higher-level network events, and an interpreter for a specialized language that is used to express a site’s security policy.

E. IDS Prelude

Prelude has a modular architecture and is distributed. Modular, because its components are independent, and can be easily updated. Distributed, because these independent components interact with each other. This allows to have different components installed on various machines and to reduce the overloaded applications. These various components are the probes and the managers. The probes can be of two types: network or room. A probe network analyzes all the traffic, to detect possible signatures’ attacks. The local probe ensures the monitoring of only one machine, and it analyzes the system’s behavior to detect attempts of internal vulnerabilities. The probes announce the attempts of attacks by alarms. These alarms are received by the manager who interprets and stores them.

V. DESCRIPTION OF THE PROPOSED DESIGN OF INTRUSION DETECTION SYSTEM

This description concerns the authentication process and the network intrusion detection system proposed.

A. Functional Description of the Authentication Process

The system administrator requests for connection to the proposed network intrusion detection system. After three unsuccessful tests the system is disconnected. The following sequences must be carried out:

- the system presents the authentication form,
- the administrator enters his/her login and password,
- the system checks the login and the password,
- the system allows the administrator to have an access to the proposed network intrusion detection or the system doesn’t allow the administrator after three unfruitful tests.

Figure 1 presents the identification process of the system administrator.

B. Functional Description of the NIDS Proposed

When the authentication occurs successfully, the graphical interface of the network intrusion detection system proposed is posted. The following sequences must be then carried out:

- request for choice of an interface network by the administrator,
- posting of the interfaces available on the system;
choice of the interface followed by the network packets capturing process,
capturing network packets and analyzing specifically of the aforesaid packets,
alarm’s generation as soon as an intrusion is detected,
querying the database,
heuristic analysis,
generating the alarms,
recording alarms,
recording of the packets.

Figure 2 presents details about the functional description on the proposed network intrusion detection system.

C. Attacks in Concern by the implemented System

The proposed network intrusion detection system is intended to detect numerous attacks. Since it is not possible to design an intrusion detection system for every type of attack, we design it for deny of service attack, Web server attack, buffer overflow attack.

D. Architecture and location of the Network Intrusion Detection Systems

The proposed architecture of the network intrusion detection is depicted in Figure 3.

E. Plateform Description

The network intrusion detection we developed is tested on x86 architecture machines. It is also possible to run it in other platforms. The programming language chosen is Java. This is motivated by little literature in the field of network intrusion detection development in such a language. Many existing intrusion detection systems are developed in C, Objective-C, C++, Tc1.

F. Presentation of the Open Source Tools Used

Many open source tools are used to implement the network intrusion detection system we are proposing. Among them WinPcap, JpCap, JavaMail, MySQL. The following subsections give an overview on each of them.

1) Presentation of the WinPcap: Packet CAPture

is a programming interface that allows to capture the traffic over networks. Under UNIX/Linux PCAP is implemented through the library libcap. The library WinPcap is the Windows version of the library libcap. Supervision tools can use pcap (or WinPcap) to capture packets over the network; and to record captured packets in a file and to read saved file.

2) Presentation of the JpCap

Jpcap is an open source library for capturing and sending network packets from Java applications [20]. It provides facilities to:

capture raw packets live from the wire,
save captured packets to an offline file, and read captured packets from an offline file,
automatically identify packet types and generate corresponding Java objects (for Ethernet, IPv4, IPv6, ARP/RARP, TCP, UDP, and ICMPv4 packets),
filter the packets according to user-specified rules before dispatching them to the application,
send raw packets to the network.
Jpcap is based on libpcap/winpcap, and is implemented in C and Java programming languages.
Jpcap can be used to develop many kinds of network applications, including network and protocol analyzers, network monitors, traffic loggers, traffic generators, user-level bridges and routers, network intrusion detection systems, network scanners, security tools.

3) Presentation of the JavaMail: The JavaMail API\(^1\) provides classes that model a mail system. JavaMail classes and interfaces are set within four packages namely javax.mail, java.mail.internet, java.mail.event, and java.mail.search. The javax.mail package defines classes that are common to all mail systems. The java.mail.internet package defines classes that are specific to mail systems based on Internet standards such as MIME, SMTP, POP3, and IMAP. The JavaMail API includes the javax.mail package and subpackages.

The JavaMail API is a JDK\(^2\) which is downloadable from the SUN website at the URL http://java.sun.com/products/javamail. The JavaMail API is used in this project to alert the system administrator by electronic mail when severe intrusions are detected over the network.

4) Presentation of the MySQL: MySQL [21] is one of the most used database management system over the world. It is used in this work to implement a relational database that stores information about captured packets and generated alarms once an intrusion is detected over the network.

VI. GLOBAL ARCHITECTURE PROPOSED

Figure 4 presents the global architecture of the proposed network intrusion detection system. It is made of five levels. The first level corresponds to the network listening process and captures packets over this network. At the second level, the packet decoding is done to transmit extracted information to the third level. The intrusion’s search in each packet is done at the third level by scanning IP addresses, destinations ports, etc. This information is recorded into a database. At this level, each packet is analyzed to detect a pattern for specific attacks. An alarm is observed when an intrusion pattern is observed. A table of the database records different generated alarms to help an administrator to check the type of attacks. The fourth level corresponds to the main part of the tool. At this level, we implement four dedicated processors for heuristic analysis and a processor to look for patterns. It is possible to implement more or less dedicated processors. The last level is dedicated to the alarms’ management and their output mode. In our case, we implement visual alarms and those to be sent by electronic mail in the administrator account.

VII. IMPLEMENTATION AND SIMULATION

The implementation description will take into account the database that stores the captured packets and generated alarms after intrusions\(^3\) detection.

---

\(^{1}\)Application Programming Interface.

\(^{2}\)Java Development Kit.

---

![Network Architecture Diagram](image-url)

Fig. 4. Global architecture of the proposed network intrusion detection.

A. Description of the Implemented Database

The MySQL is used as the relational database management system. The implemented database has four database’s tables: Table TCPCAPTURES is used to record information about captured TCP packets. Table UDPCAPTURES is used to record information about captured UDP packets. Table ICMPCAPTURES is used to record information about captured ICMP packets. Finally, the table DONNEESALERTES is used to record information about different detected intrusions.

B. Implementation Description

The proposed network intrusion detection system is implemented according to the following five steps, namely listening to the network and capturing the packets, decoding the packets, detecting specific attacks, detecting process heuristically, and printing the output module.

1) Listening to the network and capturing the packets: At this first step, a sniffer is developed using Jpcap library already presented in subsection V-F2. In a Ethernet network, each system has a network card which has its own physical address. The network card examines each packet over the network and catches it once intended to the host machine. One withdraws from this package the various layers such as Ethernet, IP, TCP, etc. to forward information it contains to the application. When a network card is configured in the promiscuous mode thanks to the Jpcap library, all packets are captured without being out from the traffic.

The sniffer is therefore implemented using the Jpcap library through the following steps:

- seeking and printing all network interfaces available on the host machine thanks to the method JpcapCaptor.getDeviceList(),
- selecting of the network interface to be used by the sniffer,
activating the network interface onto the prosimous mode thanks to JpcapCaptor.openDevice(),

starting the packets capturing process through the interface PacketReceiver

2) Decoding the packets: Packet decoding process also is based on the Jpcap library. The decoder receives one after another all the packets from the sniffer and finds their category (TCP, UDP, ICMP, etc.) by comparing them to different available classes in the Jpcap library namely IPPacket, TCPPacket, UDPPacket, ICMP Packet, etc. For instance, if the concerned packet is TCP, the decoder collects its source and destination addresses, source and destination ports, data field and TCP flag.

3) Detecting specific attacks: In the proposed architecture, intrusion detection is done at levels 3 and 4. At level 3, a first search of intrusion is done based on the patterns while at level 4 three modules namely deny of service, Brute force, Trojan based upon heuristic analysis are done.

The heuristic deny of service will serve to detect attacks contained in many packets, which leads to deny of service. There exist numerous attacks of type deny of service. In this work, for the simulation, we are interested in attacks by land, flood, and death’s ping.

4) Heuristic detection process: Patterns are stored in a database and scanned for intrusion detection.

5) Output module: This module is executed once an attack is detected. It has three distinct modes. The first one is an alarm that informs about intrusion detection. The second mode uses one table in the database for recording attacks through a graphical user interface. The third mode is an alarm through an electronic mail sent to the system administrator. This last mode uses the Javamail library.

C. Graphical User Interface

Figure 5 presents the graphical user interface of the developed network intrusion detection system.

D. Simulation

Our testing methodology is based on simulating computer users - intruders as well as normal users while the intrusion detection system is running. We employed the hping3 to simulate users in our experiment. Three experiments are carried out to test the proposed network intrusion detection system we installed on a server. The user is simulated by using the hping that generates and analyses TCP/IP packets and supports protocols such as TCP, UDP, ICMP, RAW-IP with traceroute mode and many other features [22]. The tool hping is installed on one host of the network to simulate different attacks towards other machines in the same network. Three experiments are carried out.

1) First experiment with hping tool by simulating the LAND attack: TCP packets with the same source and destination IP address are sent over the network to simulate the LAND attack through the command
# hping3 -n -c 2 -a 192.168.1.123 192.168.1.123

Figure 6 presents the behavior of the implemented network intrusion detection system.

2) Second experiment with hping tool by simulating flood attack: Flood attacks are simulated towards the host machine with 192.168.1.114 as victim through the command
# hping3 -S -p 80 –flood 192.168.1.114

Figure 7 presents the behavior of the implemented network intrusion detection system.

3) Third experiment with hping tool by simulating death’s ping attack: Death ping attacks are simulated towards the host machine with 192.168.1.114 as victim through the command
# hping3 -l -c 20 192.168.1.114

Figure 8 presents the behavior of the implemented network intrusion detection system.
VIII. CONCLUSION FURTHER WORKS

In this work, we have proposed an intrusion detection system implemented in Java. This system has been tested by simulating three types of attack: land attack, flooding attack and death ping attack. The proposed system detects all these attacks correctly. The proposed network intrusion detection system is extensible and portable and many other functionalities can be implemented. Nevertheless, it presents some drawbacks. First the proposed system takes into account only the scenario approach. The behavioral approach will be examined in the future.

Evaluating an intrusion detection system is a difficult task. Indeed, it can be difficult even impossible to identify the set of all possible intrusions that might occur at the site where a particular intrusion detection system is employed. To start with, the number of intrusion techniques is quite large [23]. Then, the site may not have access to information about all intrusions that have been detected in the past at other locations. Also, intruders can discover previously unknown vulnerabilities in a computer system, and then use new intrusion techniques to exploit the vulnerabilities. Another difficulty in evaluating an intrusion detection system is that although it can ordinary detect a particular intrusion, it may fail to detect some intrusion when the overall level of computing activity in the system is high. This complicates the task of thoroughly testing the intrusion detection system.

In our future work, we will also compare the performance of the proposed network intrusion detection with already existing intrusion detection systems based upon the methodology developed by Puketza [8]. We will also combine the proposed intrusion detection system and the Java-based cryptosystem using a dynamic huffman coding and encryption methods we developed in [24]. So doing, the security is reinforced to avoid intruder to discover plaintext data.
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Abstract—Currently E-learning systems do not provide a tool to authenticate student continuously during online assessment, this raises the probability of cheating. Many proposed solutions use different biometric techniques to identify and authenticate student continuously, they use different techniques with different measures. This paper proposes certain criteria that should be available in any proposed biometric technique to be fitted with e-learning architecture and continues authentication of student during online assessment. This paper investigates some proposed solutions to see compatibility of those solutions with the proposed criteria.
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I. INTRODUCTION

Many educational organizations depend on E-learning system to conduct education; this dependency was focusing on delivering material online and facilitating interaction among students and instructors but now increases and reaches to the level of issuing trustful certificates as a result of that the need for confidential and trustful security mechanism is highly required. Most of current e-learning systems pay less attention for continues online assessment security and focus on securing information assets [2, 1, and 10]. E-learning system might fail to guarantee the real identity of the remote user and whether does the intended student who is doing the assessment or somebody on behalf during assessment session [5, 1, 6, and 12]. Current and future requirements of E-learning system may require more security that use physical or/and behavioral features of the learners, further details about the need for biometric security techniques in E-learning can be found in [12].

II. LITERATURE REVIEW

Even though Ref [3] deeply analyzed the challenges and opportunities of E-learning and visualized the shape of future E-learning, security challenges were not mentioned or analyzed; however Ref [2] reported the importance of security for E-learning; the focus was how to protect data from unauthorized access. As a matter of fact, E-learning system just resembles any other systems, needs to protect its data but the difference is the need to identify and verify student’s identity continuously during assessment session. Apart, Biometric devices’ prices are getting decrease and various biometric devices currently can be found embedded in most of laptops; this trend may encourage E-learning system designers to consider biometric authentication in future design [8, and 12]. Besides that, the lack of secured and granted students’ identification system in e-learning online assessment could limit the success and extendibility of E-learning system [9]. Usually biometric used to control access to restricted physical environment and used rarely to authenticate remote users. Traditional authentication techniques such as password do not prevent student’s larceny and are transferable from user to another [8, Chang 2009; 5], because of failing to grant student’s identity by using password, it has been suggested to restrict accessing online assessment from certain areas [8]. However that cannot be practical solution particularly when e-learning system’s boundaries exceed campus area as well as it requires students to be locked in certain area for exam period which may be difficult to fulfill.

Biometric techniques may be evaluated according to acceptance, features, durability, universality, and permanence [10, 12, and 13]. Many literatures have discussed the flexibility, acceptance, performance and strong and weak points of most of the biometric techniques [10, 12, and 13]. However; it is not necessary to be fully considered in e-learning because other features may control choosing the suitable biometric for E-learning such as ability of identification process to break down into client and server procedures, required equipments, cost-effective and does it affect E-learning performance. In case of required equipment, Chang (2009) proposal-personalized rhythm- to authenticate users does not require special biometric devices to verify student’s identity but detects student’s identity by the way she/he behaves with input devices- mouse, keyboard, etc. and neural network is used to decrease a chances of false acceptance rate. Though Face recognition is not accurate as much as fingerprint [11], it seems the most eligible because it can prove the physical existence of the remote user in front of camera as well as availability of camera in most of the current manufactured laptops strengthens its eligibility. Reference [11] described the process of Face recognition for remote user by the following steps: a- extract the image portion that contains the face, b- consider other factors such as distance to make the extracted part of image comparable, c- search for
matching in database. Face recognition is influenced by pose and illumination; it needs extra transformation techniques to decrease the effects of such problems[11]. Similarly, video face recognition can use the same algorithms of face recognition from image, the only difference is processing more than one image; however, some algorithms use the unique features of video such as continuity to recognize face, while other techniques use image and video together to recognize face [11]. There is a little superiority for video against image but still has own problems such as quality, variations of illumination and facial expressions [11]. To increase the possibility of face recognition, pictures are taken in different poses: reading, looking, and typing of each identity in order to be used during verification [11].

III. CANDIDATE BIOMETRIC METHOD’S FEATURES

Beside the features that already mentioned in section I, biometric methods need extra features that qualify it to fit E-learning architecture as well as the ability to sustain continues authentication during online assessment. Biometric method may need to meet the following: divisible into client/server procedures to work with client/server architecture of E-learning system, ability to use partial features to identify person- to make it fast and real time, law network bandwidth consuming because E-learning’s nature that may utilize multimedia in education that already consumes network bandwidth and the candidate method should not make it worse, eventually; capability to identify real personality of the examinee. This section will investigate some biometric techniques that are proposed to see the compatibility with those extra features.

The current biometric techniques that can be run without extra equipments are keystroke pattern, face and facial, and voice recognition because most of the current computing devices equipped by camera and microphone. Apart; It is known that voice recognition process may be effected by human health conditions and it is uncomfortable for student to speak from time to time to confirm his existence, as it is possible the person who conduct online assessment is attend the session with somebody else where student keep authenticate himself while the second one doing assessment on behalf; voice recognition is not recommended because noise and replay attack [13]. Those circumstances may exclude utilizing voice recognition as continues authentication technique. However; Ref [11] face recognition-based model fits client/server architecture of E-learning as well as it does not send the face image as a whole but certain vectors that capture the main biometric features. This will decrease the time to send data through Internet and time to process the whole image features. In contrast; COPaCII model has capability to identify face facial even with low resolutions images but all work done in the server-side, it lacks client/server architecture of E-learning [6]. While Ref [4] established a model to evaluate the performance of hand geometric and face recognition without need for large biometric feature, that model proves that there is no need for large number of features to identify person. Besides that the main concern of that proposed model was the performance of the biometric system. This model seems to be suitable because it meet most of the features but the architecture of this model was not elaborated but it could be expected that it will be easier to integrate it with E-learning particularly face-recognition’s part that supports the idea of continues online assessment. Reference [13] gave estimated minimum and maximum memory space that could be consumed of some biometric, table I shows their memory size estimation, and this paper adds factor of ability to be applied to identify real personality and existance of the examinee during online assessment. Facial recognition has various memory sizes depend on whether full or partial features will be collected and it has high ability to ensure real personality existence in front of camera. While Iris is more accurate but consumes somehow high memory space, the problem with Iris is that it is difficult to propose practical solution using this method because it is not reasonable to convince student to Stare at camera all the time during online assessment. Reference [7] reported that the performance of the current face recognition systems is reasonable, and concluded that it is questionable to verify identity by face recognition technique only without help of certain contextual information. But it looks as the most suitable tool to be included in e-learning system. Similarly; keystroke rhythm does not interrupt students and the same time detects availability of the students during online assessment [10]. A detailed list of considerations that must be bear in mind when biometric techniques are chosen to be implemented in E-learning can be found in Ref [10]. Reference [4] addressed how to evaluate performance of several biometric techniques, it is found that biometric characteristics could be normally distributed particularly hand geometric and human face. However; the main considerable key factors to evaluate biometric system are False Acceptance Rate (FAR) and False Rejection Rate (FRR) [4].

IV. CONCLUSION

It is practical to include biometric authentication methods with E-learning however; some considerations must be bear in mind such as ability to identify personality of examinee in real-time and ability to be divided into client/server procedures. Some biometric does not cost too much such as keystroke method and it is practical, while others need some equipments that already become common nowadays meanwhile voice and iris could not be practical, because the former one has security, technical and human-related problems; later consumes more memory and has adaptability problem with students. It is expected that biometric methods be included in current and future E-learning system as a result of decreasing prices of equipments and availability of technical and programming
tools to utilize biometric methods to authenticate E-learning online assessment.

<table>
<thead>
<tr>
<th>Biometric Method</th>
<th>Estimated Memory size</th>
<th>Real Personality existence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retina</td>
<td>96B-10KB</td>
<td></td>
</tr>
<tr>
<td>Facial recognition</td>
<td>96 bytes to 5 KB</td>
<td>Yes</td>
</tr>
<tr>
<td>Hand geometric</td>
<td>9 B</td>
<td>No</td>
</tr>
<tr>
<td>Iris</td>
<td>about 256B</td>
<td>Yes</td>
</tr>
<tr>
<td>Voice recognition</td>
<td>364B</td>
<td>No</td>
</tr>
<tr>
<td>Keystroke</td>
<td>96B</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table I. Memory size estimated and ability to identify student during online assessment
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Abstract—There have been numerous biologically inspired algorithms used to train feed-forward artificial neural networks such as generic algorithms, particle swarm optimization and ant colony optimization. The Harmony Search (HS) algorithm is a stochastic meta-heuristic that is inspired from the improvisation process of musicians. HS is used as an optimization method and reported to be a competitive alternative. This paper proposes two novel HS-based supervised training methods for feed-forward neural networks. Using a set of pattern-classification problems, the proposed methods are verified against other common methods. Results indicate that the proposed methods are on par or better in terms of overall recognition accuracy and convergence time.
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I. INTRODUCTION

Harmony Search (HS) is a relatively young meta-heuristic stochastic global optimization (SGO) method [1]. HS is similar in concept to other SGO methods such as genetic algorithms (GA), particle swarm optimization (PSO) and ant colony optimization (ACO) in terms of combining the rules of randomness to imitate the process that inspired it. However, HS draws its inspiration not from biological or physical processes but from the improvisation process of musicians. HS have been used successfully in many engineering and scientific applications achieving better or on par results in comparison with other SGO methods [2-6]. HS is being compared against other evolutionary based methods such as GA where a significant amount of research has already been carried out on the application of HS in solving various optimization problems [7-11]. The search mechanism of HS has been explained analytically within a statistical-mathematical framework [12, 13] and was found to be good at identifying the high performance regions of solution space within reasonable amount of time [14]. Enhanced versions of HS have been proposed such as the Improved Harmony Search (IHS) [15] and the Global-best Harmony Search (GHS) [16], where better results have been achieved in comparison with the original HS when applied on some integer programming problems. HS, IHS variants are being used in many recent works [17].

Evolutionary based supervised training of feed-forward artificial neural networks (FFANN) using SGO methods, such as GA, PSO and ACO has been already addressed in the literature [18-25]. The authors have already published a method for training FFANN for a binary classification problem (Cancer) [27] which has been cited in some recent works [28]. This work is an expanded version of the original work that includes additional classification problems and a more in depth discussion and analysis. In addition to the training method published in [27] this work presents the adaptation for the original IHS optimization method [15]. Then IHS is modified to produce the second method using a new criterion, namely the best-to-worst (BtW) ratio, instead of the improvisation count for determining the values of IHS's dynamic probabilistic parameters as well as the termination condition. Implementation considers pattern-classification benchmarking problems to compare the proposed techniques against GA-based training as well as the standard Backpropagation (BP) training.

The rest of this work is organized as follows. Section II presents a literature review of related work; Section III introduces the HS algorithm, its parameters and modeling; section IV introduces the IHS algorithm indicating the main differences from the original HS; section V introduces the proposed methods discussing the adaptation process in terms of FFANN data structure, HS memory remodeling and fitness function introducing a complete training algorithm and the initial parameters settings; section VI covers the results and discussion. Conclusions are finally made in section VII.

II. RELATED WORK

The supervised training of an artificial neural network (ANN) involves a repetitive process of presenting a training data set to the network’s input and determining the error
between the actual network’s output and the intended target output. The individual neuron weights are then adjusted to minimize such error and give the ANN its generalization ability. This iterative process continues until some termination condition is satisfied. This usually happens based on some measure, calculated or estimated, indicating that the current achieved solution is presumably good enough to stop training [29]. FFANN is a type of ANNs that is characterized by a topology with no closed paths and no lateral connections existing between the neurons in a given layer or back to a previous one [29]. A neuron in a given layer is fully connected to all neurons in the subsequent layer. The training process of FFANNs could also involve the network’s structure represented by the number of hidden layers and the number of neurons within each [30-32]. FFANNs having a topology of just a single hidden layer, which sometimes referred to as 3-layer FFANNs, are considered as universal approximators for arbitrary finite-input environment measures [33-36]. Such configuration has proved its ability to match very complex patterns due to its capability to learn by example using a technique that is known the “winner-take-all” [39, 40]. Among other units would indicate the winning class, a pattern-classification have more than one output unit in its output layer to designate “classes” or “groups” belonging to a certain type [34, 38]. The unit that produces the highest output among other units would indicate the winning class, a technique that is known the “winner-take-all” [39, 40].

One of the most popular supervised training methods for FFANN is the BP learning [36, 41, 42]. BP is basically a trajectory-driven method, which is analogous to an error-minimizing process requiring that the neuron transfer function be differentiable. The concept is illustrated in Fig. 1 using a 3-dimensional error surface where the gradient is used to locate minima points and the information is used to adjust the network weights accordingly in order to minimize the output error [43].

![Image](http://sites.google.com/site/ijcsis/)

Figure 1. An illustration of the gradient-descent technique using a 3-dimensional error surface

However, BP is generally considered to be inefficient in searching for global minimum of the search space [44] since the BP training process is associated with two major problems; slow convergence for complex problems and local minima entrapment [36, 45]. ANNs tend to generate complex error surfaces with multiple local minima and trajectory-driven methods such as BP possess the possibility of being trapped in local solution that is not global [46]. Different techniques have been proposed to cure these problems to a certain extent including techniques such as simulated annealing and dynamic tunneling [36] as well as using special weight initialization techniques such as the Nguyen-Widrow method [39, 47, 48]. BP could also use a momentum constant in it’s learning rule, where such technique accelerates the training process in flat regions of the error surface and prevents fluctuations in the weights [42].

Evolutionary supervised training methods offer an alternative to trajectory-driven methods. These are SGO techniques that are the result of combining an evolutionary optimization algorithm with the ANN learning process [31]. Evolutionary optimization algorithms are usually inspired form biological processes such as GA [44], ACO [49], Improved Bacterial Chemo-taxis Optimization (IBCO) [50], and PSO [51]. Such evolutionary methods are expected to avoid local minima frequently by promoting exploration of the search space. Their explorative search features differ from those of BP in that they are not trajectory-driven, but population driven. Using an evolutionary ANN supervised training model would involve using a fitness function where several types of these have been used. Common fitness functions include the ANN sum of squared errors (SSE) [20, 52, 53], the ANN mean squared error (MSE) [49-51], the ANN Squared Error Percentage (SEP) and the Classification Error Percentage (CEP) [18, 54]. The common factor between all of these forms of fitness functions is the use of ANN output error term where the goal is usually to minimize such error. Trajectory-driven methods such as BP have also used SSE, among others, as a training criterion [39, 43].

Many evolutionary-based training techniques have also reported to be superior in comparison with the BP technique [44, 49, 50, 54]. However, most of these reported improvements were based on using the classical XOR ANN problem. It was proven that the XOR problem has no local minima [55]. In addition, the size of the training data set of this problem is too small to generalize the superiority of any training method against others.

III. THE HARMONY SEARCH ALGORITHM

The process of music improvisation takes place when each musician in a band tests and plays a note on his instrument. An aesthetic quality measure would determine if the resultant tones are considered to be in harmony with the rest of the band. Such improvisation process is mostly noted in Jazz music where the challenge is to make the rhythm section sound as cool and varied as possible without losing the underlying groove [56].

Each instrument would have a permissible range of notes that can be played representing the pitch value range of that musical instrument. Each musician has three basic ways to improvise a new harmony. The musician would either play a totally new random note from the permissible range of notes, play an existing note from memory, or play a note from memory that is slightly modified. Musicians would keep and remember only good improvised harmonies till better ones are found and replace the worst ones.
The basic HS algorithm proposed by Lee and Geem [57] and referred to as “classical” [13] uses the above scenario as an analogy where note played by a musician represents one component of the solution vector of all musician notes and as shown in Fig. 2.

The best solution vector is found when each component value is optimal based on some objective function evaluated for this solution vector [3]. The number of components in each vector N represents the total number of decision variables and is analogous to the tone’s pitch, i.e. note values played by N musical instruments. Each pitch value is drawn from a pre-specified range of values representing the permissible pitch range of that instrument. A Harmony Memory (HM) is a matrix of the best solution vectors attained so far. The HM size (HMS) is set prior to running the algorithm. The ranges’ lower and upper limits are specified by two vectors $x^L$ and $x^U$ both having the same length N. Each harmony vector is also associated with a harmony quality value (fitness) based on an objective function $f(x)$. Fig. 3 shows the modeling of HM.

Improvising a new-harmony vector would consider each decision variable separately where HS uses certain parameters to reflect playing probabilistic choices. These are the Harmony Memory Considering Rate (HMCR) and the Pitch Adjustment Rate (PAR). The former determines the probability of playing a pitch from memory or playing a totally new random one. The second, PAR, determines the probability of whether the pitch that is played from memory is to be adjusted or not. Adjustment value for each decision variable is drawn from the respective component in the bandwidth vector $B$ having the size N.

The adjustment process should guarantee that the resultant pitch value is within the permissible range specified by $x^L$ and $x^U$. The classical HS algorithm pseudo code is given in Algorithm 1.

Algorithm 1. Pseudo code for the classical HS algorithm

The improvisation process is repeated iteratively until a maximum number of improvisations MAXIMP is reached. Termination in HS is determined solely by the value of MAXIMP. The choice of this value is a subjective issue and has nothing to do with the quality of the best-attained solution [16, 58, 59].

The use of solution vectors stored in HM is similar to the genetic pool in GA in generating offspring based on past information [10]. However, HS generates a new solution vector utilizing all current HM vectors not just two (parents) as in GA. In addition, HS would consider each decision variable independently without the need to preserve the structure of the gene.

IV. THE IMPROVED HARMONY SEARCH ALGORITHM

Mahdavi et al. [15] have proposed the IHS algorithm for better fine-tuning of the final solution in comparison with the classical HS algorithm. The main difference between IHS and the classical HS is that the two probabilistic parameters namely PAR and B, are not set statically before run-time rather than being adjusted dynamically during run-time as a function of the current improvisation count, i.e. iteration (itr), bounded by MAXIMP. PAR would be adjusted in a linear fashion as given in equation (1) and shown in Fig. 4(a). B on the other hand would decrease exponentially as given in equation (2) and (3) and shown in Fig. 4(b). Referring to classical HS given in Algorithm 1, this adjustment process takes place just before improvising new harmony vector (line 5). PAR$_{min}$ and PAR$_{max}$ would replace the initial parameter PAR and B$_{max}$ and B$_{min}$ would replace the initial parameter B (line 1).
The adjustment of the probabilistic parameters in IHS
(a) dynamic PAR value increases linearly as a function of iteration number,
(b) dynamic B value decreases exponentially as a function of iteration number

\[
\text{PAR}(itr) = \text{PAR}_{\text{min}} + \frac{(\text{PAR}_{\text{max}} - \text{PAR}_{\text{min}})}{\text{MAXIMP}} \times itr \tag{1}
\]

\[
\text{B}(itr) = \text{B}_{\text{max}} \exp(c \times itr) \tag{2}
\]

\[
c = \ln(\frac{\text{B}_{\text{min}}}{\text{B}_{\text{max}}}) / \text{MAXIMP} \tag{3}
\]

PAR, which determines if the value selected from HM is to be adjusted or not, starts at PAR_{\text{min}} and increases linearly as a function of the current iteration count with a maximum limit at PAR_{\text{max}}. So as the iteration count becomes close to MAXIMP, pitch adjusting would have a higher probability. On the other hand B, the bandwidth, starts high at B_{\text{max}} and decreases exponentially as a function of the current iteration count with a minimum limit at B_{\text{min}}. B tends to be smaller in value as the iteration count reaches MAXIMP allowing smaller changes.

V. PROPOSED METHODS

The proposed supervised FFANN training method considers the aforementioned IHS algorithm suggested in [15]. In order to adapt IHS for such a task, suitable FFANN data structure, fitness function, and training termination condition must be devised. In addition, the HM must be remodeled to suit the FFANN training process. Each of these is considered in the following sections.

A. FFANN data structure

Real-coded weight representation was used in GA-based ANN training methods, where such technique proved to be more efficient in comparison with the binary-coded one [52, 53]. It has been shown that binary representation is neither necessary nor beneficial and it limits the effectiveness of GA [46]. The vector representation from the Genetic Adaptive Neural Network Training (GANTT) algorithm originally introduced by Dorsey et al. [18, 20, 53, 60] was adopted for the proposed method. Fig. 5 illustrates such representation for a small-scale sample FFANN. Each vector represents a complete set of FFANN weights including biases where weight values are treated as genes. Neurons respective weights are listed in sequence assuming a fixed FFANN structure.

B. HM remodeling

Since FFANN weight values are usually within the same range, the adapted IHS model could be simplified by using fixed ranges for all decision variables instead of the vectors x^L, x^U and B. This is analogous to having the same musical instrument for each of the N decision variables. Thus the scalar range \([x^L, x^U]\) would replace the vectors x^L, x^U and the scalar value B would replace the vector B. The B value specifies the range of permissible weight changes given by the range \([-B, B]\). The remodeled version of HM is shown in Fig. 6 with one “Fitness” column. If the problem considered uses more than one fitness measure then more columns are added.

C. Fitness function & HS-based training

The proposed method uses SSE as its main fitness function where the goal is to minimize the amount of this error [43]. SSE is the squared difference between the target output and actual output and this error is represented as \((t - z)^2\) for each pattern and each output unit and as shown in Fig. 5. Calculating SSE would involve doing FFANN forward-pass calculations to compare the resultant output with target output. Equations (4) through (6) give these calculations assuming a bipolar sigmoid neuron transfer function [39].
Considering the use of FFANNs for pattern classification networks, CEP, given in (7), could be used to complement SSE’s raw error values since it reports in a high-level manner the quality of the trained network [54].

\[
SSE = \sum_{j=1}^{P} \sum_{i=2}^{S} (t_i^j - z_i^j)^2 \tag{4}
\]

\[
y = \sum_{i=1}^{n+1} w_i x_i \tag{5}
\]

\[
z = F(y) = \frac{2}{1 + e^{-y}} - 1 \tag{6}
\]

\[
CEP = \frac{E_p}{P} \times 100\% \tag{7}
\]

where
- \( P \) total number of training patterns
- \( S \) total number of output units (classes)
- \( t \) target output (unit)
- \( z \) actual neuron output (unit)
- \( y \) sum of the neuron’s input signals
- \( w_i \) the weight between this neuron and unit \( i \) of previous layer (\( w_{n+1} \) represents bias)
- \( x_i \) input value from unit \( i \) of previous layer (output of that unit)
- \( n+1 \) total number of input connections including bias
- \( F(y) \) neuron transfer function (bipolar sigmoid)
- \( E_p \) total number of incorrectly recognized training patterns

The flowchart shown in Fig. 7 presents a generic HS-based FFANN training approach that utilizes the HM model introduced above. The algorithm would start by initializing the HM with random harmony vectors representing candidate FFANN weight vector values. A separate module representing the problem’s FFANN computes each vector’s fitness individually. This occurs by loading the weight vector into the FFANN structure first then computing the fitness measure, such as SSE and CEP, for the problem’s data set by performing forward-pass computations for each training pattern. Then each vector is stored in HM along with its fitness value(s). An HM fitness measure could be computed upon completing the initialization process. Such measure would take into considerations all the HM fitness values stored such as an average fitness. The training would then proceed in a similar fashion to Algorithm 1 by improvising new weight vector, finding its fitness and deciding whether to insert in HM or not. The shaded flowchart parts in Fig. 7 are to be customized by each of the IHS-based proposed training methods introduced next.

D. The adapted IHS-based training algorithm

The IHS algorithm is adapted to use the data structure and the remodeled HM introduced above. The newly improvised harmony is accepted if its SSE value is less than that of the worst in HM and its CEP value is less than or equal to the average value of CEP in HM. The latter condition would guarantee that the newly accepted harmonies would yield the same or better overall recognition percentage. The justification can be explained by considering the winner-take-all approach used for the pattern-classification problems considered. Lower CEP values are not necessarily associated with lower SSE values. This stems from the fact that even if the SSE value is small, it is the winner class, i.e. the one with the highest value, is what determines the result of the classification process.

Fig. 8 shows the flowchart of the adapted IHS training algorithm, which is a customized version of the one given earlier in Fig. 7. Improvising a new harmony vector, which is a new set of FFANN weights, is given as pseudo code of Algorithm 2.

E. The modified IHS-based training algorithm using Bw ratio

In the plain version of the adapted IHS training algorithm discussed in the previous section, MAXIMP value would affect the rate of change for PAR and B as well as being the only termination condition of the algorithm. Selecting a value for
MAXIMP is a subjective issue that is merely used to indicate the total number of times the improvisation process is to be repeated. The modified version of IHS uses a quality measure of HM represented by the BtW criterion. BtW is a new parameter representing the ratio of the current best harmony fitness to the current worst harmony fitness in HM. With SSE taken as the main fitness function, the BtW value is given by the ratio of the current best harmony SSE to the current worst harmony SSE and as given in equation (8).

\[
BtW = \frac{SSE_{BestHarmony}}{SSE_{WorstHarmony}}
\]  

(8)

The concept of Best-to-Worst was inspired from the fact that the words “best” and “worst” are part of the HS algorithm nomenclature. The algorithm basically tries to find the “best” solution among a set of solutions stored in HM by improvising new harmonies to replace those “worst” ones. At any time HM would contain a number of solutions including best solution and worst solution in terms of their stored quality measures, i.e., fitness function values. If the worst fitness value in HM is close to that of the best, then this basically indicate that the quality of all current harmony vectors are almost as good as that of the best. This is somewhat similar to GA-based training methods when the percentage of domination of a certain member in the population could be used to signal convergence. Such domination is measured by the existence of a certain fitness value among the population. The BtW value would range between zero and one where values close to one indicate that the average fitness of harmonies in the current HM is close to the current best; a measure of stagnation. From another perspective, the BtW ratio would actually indicate the size of the area of the search space that is currently being investigated by the algorithm. Thus values close to zero would indicate a large search area while values close to one would indicate smaller areas.

The modified version of the adapted IHS training algorithm is referred to as the HS-BtW training algorithm. The BtW ratio would be used for dynamically adjusting the values of PAR and B as well as determining the training termination condition. A threshold value BtWthr controls the start of PAR and B dynamic change and as shown in Fig. 9. This is analogous to the dynamic setting for the parameters of IHS given earlier in Fig. 4. Setting BtWthr to 1.0 would make the algorithm behave just like the classical HS such that PAR is fixed at PARmin and B is fixed at Bmax. The BtWthr value is determined by calculating BtW of the initial HM vectors prior to training.

![Algorithm 2: Pseudo code for improvising new harmony vector in IHS](image)

**Algorithm 2: Pseudo code for improvising new harmony vector in IHS**

1. Create new harmony vector \( x' \) of size N
2. For \( i = 0 \) to N do
3. \( \text{RND} = \text{Random}(0,1) \)
4. If \( (\text{RND} < \text{HMCR}) \) // harmony memory considering
5. \( \text{RND} = \text{Random}(0, \text{HMS}) \)
6. \( x'(i) = \text{BM}(\text{RND}, i) \) // harmony memory access
7. \( \text{PAR} = \frac{\text{PAR}_{\text{max}} + (\text{PAR}_{\text{min}} - \text{PAR}_{\text{min}}) \times \text{MAXIMP}}{\text{B}} \)
8. \( C = \ln(\text{B}_{\text{max}}/\text{B}_{\text{min}})/\text{MAXIMP} \)
9. \( B = \text{B}_{\text{max}} \times \exp(C \times \text{itr}) \)
10. \( \text{RND} = \text{Random}(0,1) \)
11. If \( (\text{RND} < \text{PAR}) \) // Pitch Adjusting
12. \( x'(i) = x'(i) + \text{Random}(-B,B) \)
13. \( x'(i) = \text{min}(\text{max}(x'(i), x_{L}), x_{U}) \)
14. EndIf
15. Else // random harmony
16. \( x'(i) = \text{Random}(x_{L}, x_{U}) \)
17. EndIf
18. EndFor
19. Return \( x' \)

**Figure 9. The dynamic PAR & B parameters of HS-BtW**

(a) dynamic PAR value increases linearly as a function of the current HM BtW ratio, (b) dynamic B value decreases exponentially as a function of the current HM BtW ratio

PAR would be calculated as a function of the current BtW value and as given in equation (9) and (10) where \( m \) gives the line slop past the value of BtWmin. B is also a function of the current BtW value and as given in equation (11) and (12) where \( CB \) is a constant controlling the steepness of change and it’s in the range of \([-10,-2]\) (based on empirical results) BtWscaled is the value of BtW past the BtWmin point scaled to be in the range \([0,1]\).
The termination condition is based on $B_{tW_{\text{termination}}}$ value that is set close to, but less than, unity. Training will terminate if $B_{tW} > B_{tW_{\text{termination}}}$, MAXIMP is added as an extra termination criterion to limit the total number of training iterations if intended.

$$PAR(B/W) = \begin{cases} PAR_{\min} - PAR_{\max} & \text{if } B_{tW} < B_{tW_{\text{thr}}} \\ \frac{PAR_{\max} - PAR_{\min}}{1 - B_{tW_{\text{thr}}}} & \text{otherwise} \end{cases}$$

$$B(B/W) = \begin{cases} B_{\max} & \frac{(B_{\max} - B_{\min}) \exp(CB \cdot B_{tW_{\text{scaled}}}) + B_{\min}}{1 - B_{tW_{\text{thr}}}} & \text{if } B_{tW} < B_{tW_{\text{th}}} \\ B_{\max} & \text{otherwise} \end{cases}$$

$$B_{tW_{\text{scaled}}} = \frac{(B_{tW} - B_{tW_{\text{th}}})}{1 - B_{tW_{\text{th}}}}$$

where

- $B_{tW}$: Best-to-Worst ratio
- $B_{tW_{\text{th}}}$: threshold value to start dynamic change
- $PAR_{\min}$: minimum pitch adjusting rate
- $PAR_{\max}$: maximum pitch adjusting rate
- $B_{\min}$: minimum bandwidth
- $B_{\max}$: maximum bandwidth
- $CB$: constant controlling the steepness of $B$ change

The flowchart shown in Fig. 10 shows the proposed HS-BtW training method, along with the pseudo code for improvising a new harmony vector in Algorithm 3. Both of these are analogous to adapted IHS flowchart given in Fig. 8 and improvisation process given in Algorithm 2. The IHS-based training method introduced earlier used two quality measures namely SSE and CEP where it was also indicated that SSE could be used as the sole fitness function. The HS-BtW method uses SSE only as its main fitness function in addition to using the BtW value as a new quality measure. Based on the BtW concept, the HS-BtW algorithm must compute this ratio in two places: after HM initialization process and after accepting a new harmony. The BtW value computed after HM initialization is referred to as BtW threshold ($B_{tW_{\text{th}}}$) used by equation (9) through (12). BtW is recomputed upon accepting a new harmony vector and the value would be used to dynamically set the value of $B_{tW}$ and $B$ as well as to determine the termination condition. The HS-BtW improvisation process given in Algorithm 3 applies the newly introduced formulas given in equation (9) through (12).

**F. Initial parameter values**

The original IHS was used as an optimization method in many problems where the HMS value of 10 was encountered in many parameter estimation problems [61,9]. However it was indicated that no single choice of HMS is superior to others [16] and it is clear that in the case of FFANNs training more calculations would be involved if HMS were made larger.

HMCR was set to 0.9 or higher in many applications [58,59,57]. Based on the recommendations outlined by Omran et al [16], HMCR should be set such that HMCR≥0.9 for high dimensionality problems, which in this case resembles the total number of FFANN weights. It was also recommended to use relatively small values for PAR such that PARs≤0.5. The bandwidth $B$ parameters values were selected based on several experimental tests in conjunction with selected $[x', x]$ range. Finally the termination condition would be achieved either if the value of $B_{tW} > B_{tW_{\text{termination}}}$ or when $B_{tW_{\text{termination}}}$ is set close to unity, or reaching the maximum iteration count specified by MAXIMP. Values like 5000, 10000 or higher were commonly used for MAXIMP in many applications [58,59,16].
VI. RESULTS AND DISCUSSION

In order to demonstrate the performance of the proposed methods, five different pattern-classification benchmarking problems were obtained from UCI Machine Learning Repository1 [62] for the experimental testing and evaluation. The selected classification problems listed in Table (1) are taken from different fields including medical research, biology, engineering and astronomy. One of the main reasons behind choosing these data sets among many others is that they had no or very few missing input feature values. In addition these problems have been commonly used and cited in the neural networks, classification and machine learning literature [63-71]. All the patterns of a data set were used except for the Magic problem where only 50% out of the original 19,020 patterns of the data were used in order to perform the sequential computation within feasible amount of time. Some other pre-processing tasks were also necessary. For instance, in the Ionosphere data set there were 16 missing values for input attribute 6. These were encoded as 3.5 based on the average value of this attribute.

A 3-layer FFANN, represented by input-hidden-output units in Table 1, was designed for each to work as a pattern-classifier using the winner-take-all fashion [43]. The data set of each problem was split into two separate files such that 80% of the patterns are used as training patterns and the rest as out-of-sample testing patterns. The training and testing files were made to have the same class distribution, i.e. equal percentages of each pattern type. Data values of the pattern files where normalized to be in the range [-1,1] in order to suit the bipolar sigmoid neuron transfer function given in equation (6).

For implementation Java 6 was used and all tests were run individually on the same computer in order to have comparable results in terms of the overall training time. The programs generate iteration log files to store each method’s relevant parameters upon accepting an improvisation. The initial parameters values for each training method considered in this work are given in Table 2. GANNT and BP training algorithms were used for the training of the five aforementioned pattern-benchmarking classification problems to serve as a comparison measure against the proposed method.

The results for each of the benchmarking problems considered are aggregated in one table and are listed in Table 3 through Table 7. For each problem, ten individual training tests were carried out for each training method (M) considered. The best result out of the ten achieved by each method is reported for that problem. The aim is to train the network to obtain maximum overall recognition accuracy within the least amount of training time. Thus all comparisons consider the overall recognition accuracy as the first priority and the overall all training time as a second. The “Overall Time” in these tables represents the overall computing time required by each method to complete the whole training process. Some fields are not applicable for some methods and these are marked with (N.A.). For BP and GANNT the “Total Accepted” column represents the total number of training iterations needed by these methods.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Training Patterns</th>
<th>FFANN Structure</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>150</td>
<td>4-5-3</td>
<td>43</td>
</tr>
<tr>
<td>Magic</td>
<td>9,510</td>
<td>10-4-2</td>
<td>54</td>
</tr>
<tr>
<td>Diabetes</td>
<td>768</td>
<td>8-7-2</td>
<td>79</td>
</tr>
<tr>
<td>Cancer</td>
<td>699</td>
<td>9-8-2</td>
<td>98</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>351</td>
<td>33-4-2</td>
<td>146</td>
</tr>
</tbody>
</table>

TABLE 1. BENCHMARKING DATA SETS

A. The adapted IHS training method

Since MAXIMP would determine the algorithm’s termination condition, two values were used for testing, a lower value of 5000 and a higher value of 20,000. More iterations would give better chances for the algorithm to improvise more accepted improvisations. Results indicated by the IHS rows of Table 3 through 7 show that there are generally two trends in terms of the overall recognition percentage. In some problems, namely Magic, Diabetes and Ionosphere given in Table 4, 5 and 7 respectively, increasing MAXIMP would result in attaining better overall recognition percentage. The rest of the problems, namely Iris and Cancer given in Table 3 and 6 respectively, the resultant overall recognition percentage has decreased. Such case is referred to as “overtraining” or “overfitting” [43,72]. Training the network more than necessary would cause it to eventually lose its generalization ability to recognize out-of-sample patterns since it becomes more accustomed to the training set used. In general the best results achieved by the adapted IHS method are on par with those achieved by BP and GANNNT rival methods. The IHS method scored best in the Iris, Cancer and Ionosphere problems given in Table 3, 6 and 7 respectively. BP scored best in the Magic problem given in Table 4 and GANNT scored best in the Diabetes problem given in Table 5.

1 For full citations and data sets download see http://archive.ics.uci.edu/ml

<table>
<thead>
<tr>
<th>M</th>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>IHS</td>
<td>HMS</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>HMCRC</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>PARmin, PARmax</td>
<td>0.1, 0.45</td>
</tr>
<tr>
<td></td>
<td>Bmin, Bmax</td>
<td>5.0, 2.0</td>
</tr>
<tr>
<td></td>
<td>MAXIMP</td>
<td>5000, 20000</td>
</tr>
<tr>
<td>GANNNT</td>
<td>Population Size</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Crossover</td>
<td>At k= rand (0,N), f(k)=0 no crossover</td>
</tr>
<tr>
<td></td>
<td>Mutation Probability</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Value Range [min,max]</td>
<td>[-250, 250]</td>
</tr>
<tr>
<td></td>
<td>Stopping Criterion</td>
<td>50% domination of certain fitness</td>
</tr>
<tr>
<td>BP</td>
<td>Learning Rate</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>Momentum</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>Initial Weights</td>
<td>-0.5, 0.5</td>
</tr>
<tr>
<td></td>
<td>Initialization Method</td>
<td>Nguyen-Widrow</td>
</tr>
<tr>
<td></td>
<td>Stopping Criterion</td>
<td>SSE difference&lt;= 1.0E-4</td>
</tr>
</tbody>
</table>

TABLE 2. INITIAL PARAMETER VALUES USED BY TRAINING ALGORITHMS
Tests were also conducted using a double HMS value of 20. However, the attained results for all problems were the same as those attained using an HMS value of 10 but with longer overall training time and hence not reported in the results tables. For the problems considered in this work such result seem to coincide with that mentioned in [16] stating that no single choice of HMS is superior to others. Unlike the GA-based optimization methods, the HMS used by HS is different from that of the population size used in GANNNT method. The HS algorithm and its dialects replace only the worst vector of HM upon finding a better one. Increasing the HMS would allow more vectors to be inspected but has no effect on setting the probabilistic values of both PAR and B responsible for the stochastic improvisation process and fine-tuning the solution. These values are directly affected by the current improvisation count and the MAXIMP value.

B. The HS-BtW training method

The adapted IHS method introduced in the previous section has achieved on par results in comparison with BP and GANNNT. However, termination as well as the dynamic settings of PAR and B depended solely on the iteration count bounded by MAXIMP. The HS-BtW method has been used for the training of the same set of benchmarking problems using the same HMS value of 10. The results are given in the HS-BtW rows of Table 3 through 7. In comparison with IHS, BP and GANNNT, the HS-BtW method scored best in the Iris, Diabetes and Cancer problems given in Table 3, 5 and 6 respectively. Sub-optimal results were obtained in the Magic and Ionosphere problems given in Table 4 and 7 respectively. However, due to its new termination condition and PAR and B settings technique, HS-BtW achieved convergence in much less number of total iterations and hence overall training time. The overall training time is the same as the last accepted improvisation time since termination occurs upon accepting an improvisation that yields BtW value equal or larger than BtWtermination.

Unlike the former adapted IHS, the HMS would have a direct effect on the HS-BtW performance since it affects the computed BtW ratio. Having a higher HMS would increase the solution space and the distance between the best solution and the worst solution. Tests were repeated using a double HMS value of 20 for all problems. The method attained the same results but with longer overall training time for Iris, Diabetes and Cancer problems given in Table 3, 5 and 6 respectively, and hence these were not included in the relevant results tables. This indicates that the HMS value of 10 is sufficient for these problems. However, HS-BtW was able to score higher in both the Magic problem and the Ionosphere problem given in Table 4 and 7 respectively when using an HMS value of 20. For the Magic problem, BP still holds the best score. The justifications for this is that BP has an advantage over the other considered methods when the training data set is relatively larger (see Table 1). Such increase in the number of training patterns will enable BP to have better fine-tuning attributed to its trajectory-driven approach. Table 8 summarizes the best results achieved by the IHS training method against those of the HS-BtW training method for the problems considered. For all the pattern-classification problems considered, the HS-BtW training method outperforms IHS in terms of the overall recognition percent and the overall training time even if double HMS is used by HS-BtW.

The convergence graph given in Fig. 11, which is obtained from the Iris results, illustrates how the BtW value changes during the course of training. Each drop in the “Worst Fitness” curve represent accepting a new improvisation that replaces the current worst vector of HM while each drop in the “Best Fitness” curve represent finding a new best vector in HM. The SSE value would decrease eventually and the two curves become close to each other as convergence is approached, i.e. as BtW value approaches BtWtermination. Fig. 12 shows the effect of BtW ratio on PAR and B dynamic settings. The top graph is a replica of lower graph of Fig. 11 which is needed to show the effect of BtW on PAR and B. The lower graph is a two-vertical axis graph to simultaneously show PAR and B changes against the upper BtW ratio graph. PAR would increase or decrease linearly with BtW as introduced earlier in Fig. 9(a). B on the other hand is inversely proportional with BtW and would decrease or increase exponentially as given earlier in Fig. 9(b). Such settings enables the method to modify its probabilistic parameters based on the quality of solutions in HM. In comparison with the adapted IHS method, the changes are steady and bound to the current iteration count to determine PAR and B values. In HS-BtW whenever the BtW value increases PAR values tend to become closer to the PARmax value and B becomes closer to the Bmin value. In the adapted IHS such conditions occurs only as the current iteration count approaches MAXIMP. The values of PAR and B would approach PARmin and Bmin respectively as the BtW values decreases. The horizontal flat curve area in the lower graph of Fig. 14 correspond to the case when the BtW values goes below the initial BtWthreshold. In this case, PAR is set fixed at PARmin as in equation (9), while B is set fixed at Bmax as in equation (11). Theses dynamic settings of the probabilistic parameters of PAR and B would gave the method better capabilities over the adapted IHS in terms of improvising more accepted improvisations in less amount of for the benchmarking problems considered.

VII. CONCLUSIONS

By adapting and modifying an improved version of HS, namely IHS, two new FFANN supervised training methods are proposed for pattern-classification applications; the adapted IHS and modified adapted IHS referred to as HS-BtW. The proposed IHS-based training methods has showed superiority in comparison with both a GA-based method and a trajectory-driven method using the same data sets of pattern-classification benchmarking problems. The settings of the probabilistic values in the adapted IHS training method are functions of the current iteration count. The termination condition is bound by a subjective maximum iteration count value MAXIMP set prior to starting the training process. Choosing a high value might cause the method to suffer from overtraining in some problems while choosing a smaller value might prevent the algorithm from finding a better solution. Increasing HMS seems to have no effect on the adapted IHS solutions for the pattern-classification problems considered for this work.
The HS-BtW method utilizes the BtW ratio to determine its termination condition as well as to dynamically set the probabilistic parameter values during the course of training. Such settings are independent of the current iteration count and have resulted in generating more accepted improvisations in less amount of overall training time in comparison with the adapted IHS. Doubling the HMS have resulted in attaining better solutions for some of the pattern-classification problems considered with an overall training time that is still less in comparison with other rival methods. However, BP is still superior in terms of attaining better overall recognition percentage in pattern-classification problems having relatively larger training data sets. BP seems to benefit from such sets to better fine-tune the FFANN weight values attributed to its trajectory-driven approach.

For future work it would be also interesting to apply the proposed HS-BtW technique to optimization problems other than ANNs such as some standard engineering optimization problems used in [15] or solving some global numerical optimization problems used in [30].
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### TABLE 3. RESULTS FOR BEST OUT OF TEN TRAINING SESSIONS FOR THE IRIS PROBLEM

<table>
<thead>
<tr>
<th>M</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HMS/Pop. Size</td>
<td>MAXIMP</td>
</tr>
<tr>
<td>IHS</td>
<td>10</td>
<td>5000</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>20000</td>
</tr>
<tr>
<td>HS-BtW</td>
<td>10</td>
<td>20000</td>
</tr>
<tr>
<td>BP</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
<tr>
<td>GANNT</td>
<td>10</td>
<td>N.A.</td>
</tr>
</tbody>
</table>

### TABLE 4. RESULTS FOR BEST OUT OF TEN TRAINING SESSIONS FOR THE MAGIC PROBLEM

<table>
<thead>
<tr>
<th>M</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HMS/Pop. Size</td>
<td>MAXIMP</td>
</tr>
<tr>
<td>IHS</td>
<td>10</td>
<td>5000</td>
</tr>
<tr>
<td></td>
<td>20000</td>
<td>10647.98</td>
</tr>
<tr>
<td>HS-BtW</td>
<td>10</td>
<td>20000</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20000</td>
</tr>
<tr>
<td>BP</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
<tr>
<td>GANNT</td>
<td>10</td>
<td>N.A.</td>
</tr>
</tbody>
</table>

### TABLE 5. RESULTS FOR BEST OUT OF TEN TRAINING SESSIONS FOR THE DIABETES PROBLEM

<table>
<thead>
<tr>
<th>M</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HMS/Pop.Size</td>
<td>MAXIMP</td>
</tr>
<tr>
<td>IHS</td>
<td>10</td>
<td>5000</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>20000</td>
</tr>
<tr>
<td>HS-BtW</td>
<td>10</td>
<td>20000</td>
</tr>
<tr>
<td>BP</td>
<td>N.A</td>
<td>N.A.</td>
</tr>
<tr>
<td>GANNT</td>
<td>10</td>
<td>N.A.</td>
</tr>
</tbody>
</table>
### Table 6. Results for best out of ten training sessions for the Cancer problem

<table>
<thead>
<tr>
<th>M</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HMS/Pop.Size</td>
<td>MAXIMP</td>
</tr>
<tr>
<td>IHS</td>
<td>10</td>
<td>5000</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>20000</td>
</tr>
<tr>
<td>HS-BtW</td>
<td>10</td>
<td>20000</td>
</tr>
<tr>
<td>BP</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
<tr>
<td>GANNT</td>
<td>10</td>
<td>N.A.</td>
</tr>
</tbody>
</table>

### Table 7. Results for best out of ten training sessions for the Ionosphere problem

<table>
<thead>
<tr>
<th>M</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HMS/Pop.Size</td>
<td>MAXIMP</td>
</tr>
<tr>
<td>IHS</td>
<td>10</td>
<td>5000</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>20000</td>
</tr>
<tr>
<td>HS-BtW</td>
<td>10</td>
<td>20000</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20000</td>
</tr>
<tr>
<td>BP</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
<tr>
<td>GANNT</td>
<td>10</td>
<td>N.A.</td>
</tr>
</tbody>
</table>

### Table 8. IHS best training results vs. HS-BtW best training results

<table>
<thead>
<tr>
<th>Problem</th>
<th>IHS Training</th>
<th>HS-BtW Training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HMS</td>
<td>Overall Time h:mm:ss</td>
</tr>
<tr>
<td>Iris</td>
<td>10</td>
<td>0:02:39</td>
</tr>
<tr>
<td>Magic</td>
<td>10</td>
<td>7:38:27</td>
</tr>
<tr>
<td>Diabetes</td>
<td>10</td>
<td>0:41:47</td>
</tr>
<tr>
<td>Cancer</td>
<td>10</td>
<td>0:10:19</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>10</td>
<td>0:21:00</td>
</tr>
</tbody>
</table>
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Abstract—Current virtual reality environments are mainly visual experiences, displayed either on a computer screen or through special displays. Providing efficient and reliable network communication solution of virtual reality software has become an increase challenge for the industry experts and researchers, especially regards the aspects of the communication quality over the network. Thus, this paper intends to explore the possibility of using RTCP protocol with existing Panoweaver virtual reality software that uses IP/UDP/RTP communication protocol, in order to provide reliability, using RTCP could improve the existing software and Quality of Service (QoS) in terms of packet loss on increasing bandwidth. Therefore the amount of packet loss during the data transmission will be reduced respectively. Then, network simulation is used in this paper to compare the performance of the Panoweaver software with the Panoweaver-RTCP. This paper has the potentials to be much similar in the real time and is highly scalable and reliable for existing virtual reality software.
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I. INTRODUCTION

Nowadays, there has been a growth in concern in the prospective social impact of new technologies. In general, virtual world use widely for reflecting the self experience towards describing the variety of applications that commonly associated with immersive, highly visual, 3D [1]. Virtual world environments are designed based on applying a definite architecture for allowing network communication among parties, which usually divides the system into small components to process orders/requests from components [2]. This greatly helps to provide an advance services via the distributed processing mechanism. In addition, this distributed design can easily be adapted to work with any advanced network infrastructure for better transmission and delivery of data. An example of virtual reality software is the Panoweaver that use for creating the tour building by allowing stitching of 360 panoramas and publishing the panoramas to a single virtual reality tour showing the 360 degree view of the place. There are three main components that assist Panoweaver virtual reality software to be functioned and distributed among the network such as:

A. Server

The server component which is regarded as the main component of Panoweaver virtual reality software, acts as the controller. Using predefined rules upon conditions and statuses help to manage the communication among the network parties. However, it’s invisible to users, as the system runs transparently. The system administrator is able to allow proper coordination of numerous sessions of queries and control between clients requests.

B. Client

The client components consist of individual PCs configured with suitable audio and video capturing or playback hardware. The client component comprises of six subcomponents:

i. Interface module (Virtual representation)
ii. Communication module
iii. Communication Control module
iv. Compression/Decompression module
v. Video module
vi. Audio module

C. Data Decompression

Data compression helps Panoweaver virtual reality software to keep continuous stream, which requires to be implemented on a separate machine.

Unfortunately, the current Panoweaver virtual reality software does not provide Quality of Service (QoS) for definite transmission and it relies on Real-time Transport Protocol (RTP) for delivering video and audio content through the Internet during the communication between the Panoweaver virtual reality users.

II. RTP CONTROL PROTOCOL (RTCP)

Some researchers as in [5] explained the RTP Control Protocol (RTCP) as a companion control protocol for RTP which used to provide out-of-band control information for an RTP flow as shown in the next figure and the reception quality feedback, participant identification, and the synchronization between media streams. RTCP runs alongside RTP and provides periodic reporting of this information [3]. Although data packets are typically sent every few milliseconds, the control protocol operates on the scale of seconds. The information sent in RTCP is necessary for synchronization between media stream; i.e.,
for lip synchronization between (audio and video). The RTCP's two main functions are:

i. It provides feedback on the quality of the media distribution. This function is performed by RTCP receiver and sender reports.

ii. For each sender, RTCP maps RTP time stamps for each RTP stream to a common sender clock [4], which allows audio and video synchronization on the receivers.

The RTCP packets contain direct information for quality-of-service monitoring. The RTCP consumes about 5% of the total bandwidth [5]. The Source Reports (SR) and Receiver Reports (RR) exchange information on packet losses, delay and delay jitter [6]. This information may be used to implement a TCP like flow control mechanism upon UDP at the application level using adaptive encodings. A network management tool may monitor the network load based on the RTCP packets without receiving the actual data or detect the faulty parts of the network. The RTCP packets carry also a transport-level identifier (called a canonical name) for RTP source, which is used to keep track of each participant. Source description packets may also contain other textual information (user's name, email address) about the source. Albeit the source of the RTP packets is already identified by the SSRC identifier, an application may use multiple RTP streams, which can be easily associated with this textual information.

Novotny and Komosta (2007) introduced an optimization of hierarchical structure in SSM in order to achieve the lowest feedback transmission intervals, because the main issue in which the bandwidth is dedicated for the RTCP protocol. As defined in the RTP specification, it is limited to 5% of the total allowed bandwidth and hence this creates a limiting factor for large-scale media streaming services based on Source-Specific Multicast-SSM (Figure 1) since the RTCP bandwidth is shared among all the receivers. As a result, noticeable larger delays 30 in sending feedback data from each receiver are encountered. However these noticeable larger delays have been curtailed by a hierarchical structure of receivers with summarization nodes.

![Figure 1: Example for SSM media streaming on internet [7]](image1)

While, Randa and Emugna (2006) established their study according to different communication issues concerning the scalability of RTCP, such as, the delay of feedback and Bandwidth usage problem. They proposed a new scheme to tackle and reduce these problems. This scheme presents a hierarchical architecture, to organize the members dynamically in a hierarchy of local regions, and each region has (AG) aggregator, the members in every region will send their receiver reports RRs with limited scope to reach their aggregator AG. The AG aggregates statistics from the received receiver reports RRs and sends them to a Manager (AG-0) and the main function of the manager is to compute other statistics and evaluate the performance of network and eventually figuring out the regions with network congestion as shown in Figure 2. Even though, some issues were addressed such as congestion and overload due to the number of AGs for the manager (AG-0), and result in the burst of AG that are transmitted to the Manager (AG-0).

![Figure 2: The scalable RTCP Architecture [8]](image2)

III. SIMULATION ENVIRONMENT

This paper test-bed was based on the Wide Area Network (WAN) with one Panowever virtual reality software (Demo) that links the clients with the server as shown in Figure 3. In our test scenario generated in the NS-2 simulators, Panowever server generates the client data and receives the processed data, presented in Figure 4.
The definition of the sample time interval is the time elapsed between two consecutive receiver reports (RR). This can be expressed as the equation below:

\[
\text{Network rate Loss} = \frac{\text{Network lost per Packet}}{\text{Network recv}} \times 100
\]

In RTCP for the Panowaver software, RTCP was capable to adjust the frame rates of the generated packet that results in improvised the communication quality but at the same time results large bandwidth over the network. The graph below shows the following scenario for the network topology of Panowaver.

IV. Evaluation: Network Packet Loss

Panowaver evaluation was carried on one server that considered to be as a multicast to multiple numbers of clients. Normally in the packet transmission over network, the receiver has the capability to know the packet loss by calculating the difference or sequence of RTP sequence number that is present in the RTP communication message format. However, this paper simulated the Panowaver by indicating the overall rates of the packet loss as a ratio of packet lost during the transmission over the packet received by the Panowaver client. The Figure 5 illustrates the comparison of the packet loss in the Panowaver and Panowaver -RTCP communication protocol. But it is worth mentioning that although packet has been lost even with the utilization of RTCP feedback report, yet the
Panoweaver -RTCP will be able to adjust the frame rates of packet again whereas the normal Panoweaver do not.

![Graph showing packet loss on increasing bandwidth](image)

**Figure 5: Packet Loss on Increasing Bandwidth**

V. CONCLUSION

This paper was carried out to measure the performance of Panoweaver-RTCP virtual reality software for providing an efficient communication among user network over IP, UDP, and RTP. Decision feedback scheme, which is based on a RTCP, was designed by simulating the Panoweaver based on the packet loss rate. Implemented RTCP on top of UDP, where UDP assists the transmission of real time data, while RTCP provides feedback to sender and receiver about the transmission and reception of the media quality.

The approach of this paper has been justified by presenting a new architectural model on Panoweaver simulation using well suited network simulator NS-2. The finding indicated that Panoweaver gives better performance than the existing Panoweaver where the packet loss is expected.
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Abstract— To explore the application of feature extraction technique to extract necessary features using k-mean clustering. The main goal of research on feature extraction using k-mean is to find out best features from the cluster analysis. All the implementation can be performed by using Genetic algorithm (GA) also. The same problem is done by using Mat lab. The k-mean clustering process for feature extraction gives accuracy almost equal with that Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA). Although this is a unsupervised learning method, before classification of dataset into different class this method can be used to partition the group to obtain the better efficiency with respect to the number of object and attributes this can be developed with same logic and can give better accuracy in Genetic algorithm (GA).

Keywords: Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), Genetic algorithm (GA).

I. INTRODUCTION

The need to understand large, complex, information-rich data sets is common to virtually all fields of business, science, and engineering. In the business world, corporate and customer data are becoming recognized as a strategic asset. The ability to extract useful knowledge hidden in these data and to act on that knowledge is becoming increasingly important in today's competitive world. So for the industries mining of data is important to take decision.

Data mining has attracted a great deal of attention in the information industry and in society as a whole in recent years, due to the wide availability of huge amounts of data and the imminent need for turning such data into useful information and knowledge. The information and knowledge gained can be used for applications ranging from market analysis, fraud detection, and customer retention, to production control and science exploration. Mainly in statistical pattern classification this data mining is used. Statistical pattern classification deals with classifying objects into different categories, based on certain observations made on the objects. The possible information available about the object is in terms on certain measurements made on the object known as the features or the attribute set of the object.

In many applications, data, which is the subject of analysis and processing in data mining, is multidimensional, and presented by a number of features. The so-called “curse of dimensionality” pertinent to many learning algorithms, denotes the drastic raise of computational complexity and classification error with data having high amount of dimensions. Hence, the dimensionality of the feature space is often reduced before classification is undertaken. Feature extraction and feature selection principles are used for reducing the dimension of the dataset. Feature extraction involves the production of a new set of features from the original features in the data, through the application of some mapping. Feature Selection involves the selection of important attributes or the features from the data set to make classify the data present in the data set.

Well-known unsupervised feature extraction methods include Principal Component Analysis (PCA) and k-mean
clustering. The important corresponding supervised approach is Linear Discriminant Analysis (LDA).

Primary purpose of my work is to develop an efficient method of feature extraction for reducing the dimension. For this I have worked on new approach of k-mean clustering for feature extraction. This method extract the feature on the basis of cluster center.

1.2 Motivation

In the field of Data mining Feature Extraction has a tremendous application such as dimension reduction, pattern classification, data visualization, Automatic Exploratory Data Analysis. To extract proper feature from the rich data set is the major issue. For this many work has been done before to reduce dimension. Mainly PCA and LDA are used for this dimension reduction. Identification of important attributes or features is a major area of research from last several years. To give new solution to some long standing necessities of feature extraction and to work with a new approach of dimension reduction. PCA finds a set of the most representative projection vectors such that the projected samples retain the most information about original samples. LDA uses the class information and finds a set of vectors that maximize the between-class scatter while minimizing the within-class scatter. Cluster is another technique for making group for the different object present in the dataset. With the cluster center also it can be possible to find out the necessary feature from the data set. In my present work I use this new approach of extracting the feature.

2. An Overview of Data Mining and Knowledge Discovery

Data mining is an iterative process within which progress is defined by discovery, through either automatic or manual methods. Data mining is most useful in an exploratory analysis scenario in which there are no predetermined notions about what will constitute an "interesting" outcome. Data mining is the search for new, valuable, and nontrivial information in large volumes of data. It is a cooperative effort of humans and computers. Best results are achieved by balancing the knowledge of human experts in describing problems and goals with the search capabilities of computers.

The process of grouping a set of physical or abstract objects into classes of similar objects is called clustering. A cluster is a collection of data objects that are similar to one another within the same cluster and are dissimilar to the objects in other clusters. A cluster of data objects can be treated collectively as one group and so may be considered as a form of data compression. Although classification is an effective means for distinguishing groups or classes of objects, it requires the often costly collection and labeling of a large set of training tuples or patterns, which the classifier uses to model each group. It is often more desirable to proceed in the reverse direction: First partition the set of data into groups based on data similarity (e.g., using clustering), and then assign labels to the relatively small number of groups. Additional advantages of such a clustering-based process are that it is adaptable to changes and helps single out useful features that distinguish different groups.

As a branch of statistics, cluster analysis has been extensively studied for many years, focusing mainly on distance-based cluster analysis. Cluster analysis tools based on k-means, k-medoids, and several other methods have also been built into many statistical analysis software packages.

In machine learning, clustering is an example of unsupervised learning. Unlike classification, clustering and unsupervised learning do not rely on predefined classes and class-labeled training examples. For this reason, clustering is a form of learning by observation, rather than learning by examples. In data mining, efforts have focused on finding methods for efficient and effective cluster analysis in large databases. Active themes of research focus on the scalability of clustering methods, the effectiveness of methods for clustering complex shapes and types of data, high-dimensional clustering techniques, and methods for clustering mixed numerical and categorical data in large databases.
Two types of clustering algorithms are nonhierarchical and hierarchical. In nonhierarchical clustering, such as the k-means algorithm, the relationship between clusters is undetermined. Hierarchical clustering repeatedly links pairs of clusters until every data object is included in the hierarchy. With both of these approaches, an important issue is how to determine the similarity between two objects, so that clusters can be formed from objects with a high similarity to each other. Commonly, distance functions, such as the Manhattan and Euclidian distance functions, are used to determine similarity. A distance function yields a higher value for pairs of objects that are less similar to one another. Sometimes a similarity function is used instead, which yields higher values for pairs that are more similar.

Data clustering is a common technique for statistical data analysis, which is used in many fields, including machine learning, data mining, pattern recognition, image analysis and bioinformatics. The computational task of classifying the data set into k clusters is often referred to as k-clustering.

Simply speaking k-means clustering is an algorithm to classify or to group your objects based on attributes or features into K number of group. K is positive integer number. The grouping is done by minimizing the sum of squares of distances between data and the corresponding cluster centroid. Thus the purpose of K-mean clustering is to classify the data.

4.3 K-means algorithm:

The basic step of k-means clustering is simple. In the beginning we determine number of cluster K and we assume the centroid or center of these clusters. We can take any random objects as the initial centroids or the first K objects in sequence can also serve as the initial centroids. Then the K means algorithm will do the three steps below until convergence

Iterate until stable (= no object move group):

1. Determine the centroid coordinate
2. Determine the distance of each object to the centroids
3. Group the object based on minimum distance

Fig 4.1: Flow chart for finding Cluster

1. Initial value of centroids: Assign the first k object as the initial cluster and their centroid can be found by assigning directly their attributes value initially.

2. Objects-Centroids distance: we calculate the distance between cluster centroid to each object with the help of Euclidean distance between points

\[ P = (p_1, p_2, ..., p_n) \quad \text{and} \quad Q = (q_1, q_2, ..., q_n) \]

in Euclidean n-space, is defined as:

\[ \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2} = \sqrt{\sum_{i=1}^{n} (p_i - q_i)^2}. \]
3. Object Clustering: Assigning the object to that group or cluster if that object has having minimum distance with that cluster in compare to other cluster.

![Fig 4.2 Clustering of a set of objects based on the k-means method. (The mean of each cluster is marked by a “+”.)](image)

The k-means method, however, can be applied only when the mean of a cluster is defined. This may not be the case in some applications, such as when data with categorical attributes are involved.

**Future work:**

The k-mean clustering process for feature extraction gives accuracy almost equal with that Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA). With large number of record set the accuracy of k-mean is slightly degrades. Although this is a unsupervised learning method, before classification of dataset into different class this method can be used to partition the group To obtain the better efficiency with respect to the number of object and attributes this can be further developed with same logic in GA.
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Abstract- Computer and network attacks have become highly sophisticated and complex with different names and multiple characteristics. In order to understand and find solutions against new and old attacks, different types of computer and network taxonomies are utilized. However, such taxonomies are being actively developed for expert users; research efforts towards making attack taxonomy for basic end users are still isolated. In this work we present taxonomy for the end users that will help in identifying attacks, the precaution measures they need to adapt and how to categorize new attacks. Moreover, through an empirical survey of the taxonomy, it is concluded that end users will be more protected than before and validity of the taxonomy was also checked.
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I. INTRODUCTION

Attacks on computers and networks have a long lasting history, which requires constant attention. Different attack techniques are carried out by attackers to fulfill their objectives. In the recent years they have spread more rapidly and since 1999 there is a marked increase in the number of incidents reported by Computer emergency response team (CERT). Moreover, in year 2008 F-secure managed to collect more than ten million suspicion samples [6] [7]. This situation is alarming and deep rooted and end user feel to be more insecure than any one else. One of the strongest reasons is that, in the beginning launching these attacks required relatively more technical knowledge and expertise but today they have become user friendly and their propagation is much faster and easier than ever before. It is therefore the need of the time to make aware not only the corporate or big business but end users working for these business and those sitting in homes to be well informative regarding these malicious attacks.

In order to answer all these serious concerns many taxonomies were proposed by the researchers and their sole purpose was to present and provide a meaningful way of classifying these attacks. Unfortunately, all the earlier taxonomies employ a unique way of classifying attacks. Some classify attacks by their distinctive names like virus, worm and others classify attacks according to the weakness in the system. Because of different classification schemes and categorizing attacks differently, it is not possible for end users to understand these attacks and it creates confusion in taking proper precautionary measures. Due to this fact, a new taxonomy model is proposed in this area for the betterment of end users. The proposed taxonomy is based on four distinctive aspects damage, cost, propagation, and precaution.

Every attack has some damaging effects, some attacks may cause severe damages and some may have no damaging effect. For example, a virus may cause damage at computer level by infecting hardware or other parts of it but cannot damage the network; whereas a simple worm with no extra threat only attacks the network by overloading it. Cost is the second aspect through which a user can classify or understand attacks. Cost can be referred to in two ways; cost of damages and cost of fixing these damages. Most attack types have some kind of propagation mechanism, i.e. they try to replicate themselves and spread. In many cases the propagation depends upon human interaction with them. In case of a virus, propagation will not take place until it comes in contact with an end user. On the other hand, a worm spreads by itself. Precaution is most important part of the taxonomy, because this can be used in classifying attacks and it will keep end users protected from attacks. Precaution must be taken on two levels; one is the administration level and second is the end user level. Administration level precautions are not discussed here in detail because administrators already have the knowledge and skills to protect the network. The end user must take certain precautions on their personal computer in order to keep the computer safe from attacks.

The remainder of this paper is organized as follows. Some of the previous related taxonomies are reviewed in section 2. Section 3 presents empirical survey of the taxonomy where as proposed taxonomy model is covered in section 4. Section 5 concludes the paper and present future work.

II. RELATED WORK

In the following section some of the prominent taxonomies are presented.

A. Taxonomy based on Computer Vulnerabilities

1) Protection analysis report 1978
In 1978, Information Science Institute at University of Southern California launched project called Protection Analysis (PA). It was an effort to sort errors in operating system, applications and discover techniques which can detect weaknesses in software errors [1]. The PA report first came up with ten categories but after further the numbers of categories were reduced to four global errors: domain errors, validation error, naming error, and serialization error.

2) Bishop taxonomy
In 1995, Bishop presented his vision of a taxonomy which was different from the previous taxonomies. His work includes vulnerabilities in UNIX and the classification schemes were based on the basics of these vulnerabilities. Bishop presented his taxonomy in the form of 6 axes (Nature, Time of introduction, Exploitation domain, Effect domain, Minimum number, Minimum number and Source) [2].

B. Taxonomy based on Computer Attacks
1) Landwehr et al., taxonomy
Landwehr presented their taxonomy on computer programs and security flaws along with 50 actual flaws. As earlier taxonomies collected data during the development of the software Landwehr paid attention to the security flaws that happen after the software is released for use. Landwehr taxonomy mainly emphasize on organizing flaws, adding new ones and users can get information on which part of the system is causing more trouble. The flaws were broken down on the basis of genesis (how), time of introduction (when), and location (where). These three categories are explained in detail in the next section [3].

a) Origin of flaw
The important part in this section is the method through which security flaw is inserted into the system. First find out whether it was done by proper planning or it happened accidentally. Landwehr argued that sometimes this could be confusing because program like remote debugging have deliberately given functions which at the same time can provide unintentional security flaws. The next category is the harmfulness of the flaws. Damaging flaws contain trojan horse, trapdoor, and logic bomb; these threats can further be classified in duplicating and non-duplicating threats. Another category under intentional flaw is covert channels which transfer information against the will of the system designer [3].

b) Time of introduction
To find exactly when the flaw was introduced during software development, Landwehr proposed the second stage called time of introduction which was further divided into three components: development, maintenance, and operation. During the development phase different implementations are done in order to meet certain conditions. If these implementations are not properly done there are chances of a flaw being activated. Programmers can make different mistakes in these activities such as not complying with the terms of software requirements during source coding.

Maintenance is the time when the software is released but still being used on testing purposes. Landwehr pointed out that during the maintenance time programmers usually fix a flaw but do not track it back to the source, this could awake more flaws. Moreover, due to viruses or unauthorized access there could be changes done in the software during the operation time. Operation time is when the software is out in the market and organizations are using them [3].

c) Location
The third phase in the taxonomy was the location of the flaw. The location was divided in two parts, software and hardware. Because mainly emphasis was on software, so it was further divided into operating system, support software, and application software. Some of the flaws under operating system can take place if the system did not accurately initialized the defense measure or an outsider gain admittance because of a fault in memory management [3].

2) Howard Taxonomy
Howard presented in his PhD thesis the taxonomy of computer and network attacks. His taxonomy was based on the trail an attack goes along rather than the security flaws. His process-based taxonomy consists of five stages: attackers, tools, access, results and objectives [4].

An attacker could be any one who purposefully cracks into a computer. Attackers could be different types of people such as hackers, terrorists, and vandals. These attackers utilize some form of tools in order to get admittance. Variety of tools is available, ranging from user command to data tapping. By using the vulnerabilities in implementation, design, and configuration an attacker can get access. The results of this can be corruption of information, disclosure of information or denial of service. Through this process the attackers accomplish the objectives which can be financial or political gain. This process based taxonomy is very useful for understanding how the attack process works. However, if motivation and objectives are not given any importance this taxonomy is not valuable. Howard and Thomas (1998) made changes in the process-based taxonomy but failed in fulfilling the requirements [4].

3) Hansman Taxonomy
Hansman criticized on Howard’s taxonomy because it explains the attack process and does not clarify attacks which happen on daily basis. For example the Code Red worm cannot be classified using the Howard taxonomy. Hansman’s approach was to categorize computer attacks such as virus, worms, and trojans; attacks which a user faces every day. Also, Hansman wanted a taxonomy in which attacks with multiple threats (blended attacks) can be classified. For these reasons Hansman proposed a new taxonomy which consists of dimensions [5].

a) First dimension
In the first dimension attacks are classified by attack vectors. Attack vector is the way attackers gain access to their targets so that certain payloads or harmful contents can be transported. It provides the path for hackers to break into a system or network; it can also give exact information about an attack. For example, Melissa virus propagates through e-
mail so according to first dimension it is considered as mass-mailing worm [5] [8].

b) Second dimension

Second dimension is based on the attack targets. If attack has more than one target, more than one entry can be made in this dimension. For example, if Server A is attacked targets would be operating system and service rather then the server. In case Code Red attacks server A, the target would be Internet Information Server (IIS) and not Server A itself [5].

c) Third dimension

Third dimension is based on the vulnerabilities that an attack exploits. If attack utilizes more then one vulnerability, there could be multiple entries in third dimension. As Common Vulnerabilities and Exposures (CVE) provides an easier and a general name for a weakness, that is why Hansman included it in his taxonomy. The CVE data sources strongly indicate the fact that Code Red worm can take advantage of the weakness in Microsoft internet information services. Hansman also proposed that in case the vulnerabilities are not found under CVE database then one of Howard’s vulnerabilities should be selected. Howard three vulnerabilities were vulnerability in implementations, vulnerability in design, and vulnerability in configuration [5].

d) Fourth dimension

Hansman fourth dimension depends upon the payloads or effects which have extra features. Such as a worm may simply demolish some files and also have a trojan payload at the same time. Hansman further discussed that the taxonomy can be improved by adding more dimensions [5].

III. EMPIRICAL SURVEY

Before proposing the taxonomy, a survey was conducted in order to measure the awareness level about computer attacks and the threat level among end users in Pakistan. The sample of the study was taken from different university students from all over Pakistan. A total of 500 questioners were distributed randomly among different universities students in Pakistan. Out of the 500 distributed 450 were useable for conducting further analysis.

The data sample was analyzed using SPSS statistical package and this can be a key element when proposing the taxonomy. The survey was divided in two sections. The first section covers demographic questions such as gender, age, qualification and etc. The demographic section is not included in this paper because for proposing taxonomy these demographic questions are irrelevant. The aim is to provide a computer attack taxonomy which can be beneficial for all end-users. The second section consists of statement questions which focus on the respondent’s awareness, effect of computer attack and the precautions against such attacks. The survey questionnaire was designed based upon likert scale of 1-5 with 1 strongly disagree to 5 strongly agreed. This method was used so that respondent’s answers can be clear and no ambiguity between answers should rise.

The item reliability was measured using cornbach alpha which is type of internal reliability estimation used to measure the consistency of responses on a composite measure that contains more than 1 item. The value closer to 1 is considered as a good measure. In our case the cornbach alpha values above .60 is considered acceptable. In the survey analysis values ranged between .65 to .78. The results of one sample t-test show high significance level <.001 on all the attributes. The overall mean value of attribute 1 damage is 2.64, which states that there exists a partial awareness of damage among the respondents. Similar results have been found on cost and propagation attributes having an overall mean value of 2.49 and 2.86. This indicates an alarming situation that end users have partial awareness about the cost and they have to pay in the shape of loss of losing there important data, confidential information, personal identity, etc. As far as precautionary measures are concerned against all kind of threats it has been seen that the level of awareness is moderate with the mean values ranging between 3.0 to 3.3 on all the attributes namely precaution against virus, worm, Trojan, spam and phishing. An inference that could be drawn is that the end users at one end have either zero or partial awareness about the consequences of threats while on the other end they have prepared themselves against these threats at quite a moderate precautionary level. According to table 1 the conclusion can be drawn depending on the mean value of each question about whether the end user posses high awareness (H.A), moderate awareness (M.A) or partial awareness (P.A) about each questionaire. It is worth mentioning here that end users are not aware of what kind of protection they might need against different type of threats.

IV. TAXONOMY MODEL

The attacks are categorized according to their harmful purpose. The harmful purpose can be for example, damaging computer or network resources, stealing of confidential files, financial fraud, identity theft, etc. virus, worm, trojan horse, spam and phishing are the subcategories of a malware attack. Spam and phishing are both a part of spoofing which means lying about ones own identity. As these attacks have malicious purpose they are included in the category of malware attacks in the proposed taxonomy. In table 2 the taxonomy is explained in detail for end user benefit.

A. First aspect

Virus can damage both computers and networks. At computer level, the hardware damages are done to processor, hard disk, CD ROM and in software it can damage parts of application, file or the whole operating system. Virus cannot damage the network but utilizes the network in order to propagate [9]. Worms are different in means of damaging as they can install backdoors in the system that can then be remotely accessed by attackers. Worm usually uses up the whole network bandwidth for replicating purpose making the network to crash or slow down. With the help of trojans a attacker can view someone else’s desktop, or can notice the
input given to the system through key strokes loggers. It can also make changes in the BIOS (Basic input/output system) of the system, changing system settings and can even upload some kind of other malicious program such as virus or worm. Modification of the data is also the damaging effect of trojans [10]. Due to phishing users can lose all their financial information, credit card numbers, social security number, and bank account details. Phishing damages are mostly related to money because the motive of the attacker is to obtain financial information. Attackers use spam in order to freeze the network or computer by sending hundred to thousands of copies to each end user. It even consume up server disk space so even the legitimate e-mails cannot be delivered. This can cost money to companies’ or organizations that heavily rely on business through e-mails.

B. Second Aspect

Cost of fixing the damages depend on what type of attack took place. In case of virus it can damage computer hardware as well as software and fixing these things cost money. But there are some other costs such as losing of important files which the end user has to retrieve, lost passwords, pictures, etc. In worms, by shutting down the network the worm will stop propagating. Shutting down the network has affects such as; money loss in business. Sometimes removing the worm can take weeks and the cost could go in millions of dollars. In trojans cost varies because trojan may install other malicious programs. In case of a simple trojan costs are as follow: money lost because of no service, confidential information stolen, time and money spent to restore computer settings back to normal condition. Phishing damaging costs are divided in two parts: cost to service providers and cost to end users. The service providers have to bear the cost of providing service to phishing victims, who call the companies to report to right authorities and gathering information to defend one self. Spam has the tendency to crash the network by overloading it. Service providers have to buy more bandwidth, so that service to the end users can be delivered. Also as spam messages come in great bulk each day, time spent in deleting those messages is also a cost.

http://sites.google.com/site/ijcsis/
ISSN 1947-5500

<table>
<thead>
<tr>
<th>Damage (Cronbach Alpha .73), overall mean value 2.64</th>
<th>Value</th>
<th>Mean</th>
<th>A.L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virus can damage computer hardware components?</td>
<td>13.08**</td>
<td>2.51</td>
<td>P.A</td>
</tr>
<tr>
<td>Due to worms information can be enclosed to unauthorized users, it can slow down network and backdoor installation is possible.</td>
<td>14.86**</td>
<td>2.94</td>
<td>P.A</td>
</tr>
<tr>
<td>Trojans can open network ports and can help in carrying out denial of service attack.</td>
<td>13.08**</td>
<td>2.51</td>
<td>P.A</td>
</tr>
<tr>
<td>Phishing e-mails are the cause of identity theft and affects online business.</td>
<td>14.15**</td>
<td>2.78</td>
<td>P.A</td>
</tr>
<tr>
<td>Spam emails can overload CPU, freeze system and can fill up the disk space.</td>
<td>12.95**</td>
<td>2.47</td>
<td>P.A</td>
</tr>
<tr>
<td>Cost (Cronbach Alpha .78), overall mean value 2.49</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The cost of damages due to virus can range from business loss, information loss, time and money lost. To stop the worm from spreading network should be shut down this will result in no work for many days and can cost companies great loss. Service providers also faces phishing email damage cost when they have to freeze accounts, provide customer service and rest passwords. Users are also related to damage cost due to phishing emails in the form of tracking down the culprit, time and money spent to get identity back. Spam related damage cost are buying more bandwidth, financial fraud and deleting spam messages</td>
<td>18.14**</td>
<td>3.48</td>
<td>M.A</td>
</tr>
<tr>
<td>11.84**</td>
<td>2.08</td>
<td>P.A</td>
<td></td>
</tr>
<tr>
<td>11.84**</td>
<td>2.08</td>
<td>P.A</td>
<td></td>
</tr>
<tr>
<td>13.22**</td>
<td>2.55</td>
<td>P.A</td>
<td></td>
</tr>
<tr>
<td>12.34**</td>
<td>2.28</td>
<td>P.A</td>
<td></td>
</tr>
<tr>
<td>Propogation(Cronbach Alpha.65), overall mean 2.86</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Virus propagation can be possible through hard disk, floppy disk, files and programs.</td>
<td>15.45**</td>
<td>3.05</td>
<td>M.A</td>
</tr>
<tr>
<td>Virus can spread through e-mails and instant message services?</td>
<td>19.40**</td>
<td>3.64</td>
<td>M.A</td>
</tr>
<tr>
<td>Worms look for weaknesses in the system for the purpose of spreading without any user interaction? Trojan and phishing e-mails do not posses the capability of spreading but other harmful programs could be installed through them. Spam means of spreading is email attachments</td>
<td>12.45**</td>
<td>2.32</td>
<td>P.A</td>
</tr>
<tr>
<td>11.42**</td>
<td>1.85</td>
<td>L.A</td>
<td></td>
</tr>
<tr>
<td>17.85**</td>
<td>3.44</td>
<td>M.A</td>
<td></td>
</tr>
<tr>
<td>Precaution against Virus, worm , trojan (Cronbach Alpha .78), overall mean 3.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up-to-date antivirus with patches</td>
<td>23.72**</td>
<td>4.02</td>
<td>H.A</td>
</tr>
<tr>
<td>Avoid using pirated software</td>
<td>14.86**</td>
<td>2.94</td>
<td>P.A</td>
</tr>
<tr>
<td>Avoid file sharing with unknown people</td>
<td>16.32**</td>
<td>3.21</td>
<td>M.A</td>
</tr>
<tr>
<td>Installing and manainting a firewall</td>
<td>18.14**</td>
<td>3.48</td>
<td>M.A</td>
</tr>
<tr>
<td>Do not open any suspicious emails and attachments</td>
<td>22.68**</td>
<td>3.95</td>
<td>M.A</td>
</tr>
<tr>
<td>When browsing websites and forums avoid clicking on advertisements</td>
<td>17.05**</td>
<td>3.33</td>
<td>M.A</td>
</tr>
<tr>
<td>To protect against worms do not use software which the worm exploits and fix vulnerabilities in the system. In case a Trojan infects system disconnect from internet to protect the confidential files.</td>
<td>16.32**</td>
<td>3.21</td>
<td>M.A</td>
</tr>
<tr>
<td>12.82**</td>
<td>2.43</td>
<td>P.A</td>
<td></td>
</tr>
<tr>
<td>Precautions against Phishing (Cronbach Alpha .65) overall mean 3.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check the reputation of the company when buying online.</td>
<td>15.24**</td>
<td>3.01</td>
<td>M.A</td>
</tr>
<tr>
<td>Take proper precautions when giving out credit card numbers or bank details. Use phish blocker software</td>
<td>31.62**</td>
<td>4.41</td>
<td>H.A</td>
</tr>
<tr>
<td>14.32**</td>
<td>2.82</td>
<td>P.A</td>
<td></td>
</tr>
<tr>
<td>Common precaution in Spam and Phishing (Cronbach Alpha .74), overall mean 3.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never respond to phishing or spam messages Be careful in entering personal info on websites and forums</td>
<td>20.89**</td>
<td>3.79</td>
<td>M.A</td>
</tr>
<tr>
<td>26.95**</td>
<td>4.22</td>
<td>H.A</td>
<td></td>
</tr>
<tr>
<td>Avoid opening phishing or spam e-mail attachments</td>
<td>23.19**</td>
<td>3.99</td>
<td>M.A</td>
</tr>
<tr>
<td>Check privacy policy on forums when subscribing</td>
<td>16.55**</td>
<td>3.25</td>
<td>M.A</td>
</tr>
<tr>
<td>Do not click on advertisement</td>
<td>12.03**</td>
<td>2.16</td>
<td>P.A</td>
</tr>
<tr>
<td>Have multiple email address</td>
<td>12.69**</td>
<td>2.39</td>
<td>P.A</td>
</tr>
<tr>
<td>Check URL of the website</td>
<td>11.93**</td>
<td>2.12</td>
<td>P.A</td>
</tr>
<tr>
<td>Spam reports to right authorities</td>
<td>12.45**</td>
<td>2.32</td>
<td>P.A</td>
</tr>
</tbody>
</table>
C. Third aspect

Virus can be transferred form one system to another through hard disk or files and programs. For example, the virus could be present in the hard disk or any file and when these files are transferred to other computers, the virus transfers as well. On network, virus can spread when downloading from the internet or a virus can reside in an e-mail attachment. Moreover, virus can propagate when sharing files with others on the internet. Worm propagation is different from virus propagation because some types of worms usually look for weaknesses in the system. Worms are mostly written for those vulnerabilities which the end user is not aware of. Worm sends copies of itself to different computers using the network and attaches itself to addresses presented in address book. Trojans do not have the ability to copy themselves nor can they spread. Once they are installed in the system they only harm that specific system. But trojans can install harmful programs such as virus or worm, and they will propagate according to their propagation method. In phishing no propagation is noticed. This means that in case a user gets in contact with an e-mail, that e-mail will not spread to others. Phishing e-mails are usually one to one correspondence. Some phishing e-mails may have trojans or other malicious programs such as key loggers or virus and worm. These malicious programs will spread according to their propagation scheme. E-mail attachments are the number one cause of propagation because nearly every one in some manner uses e-mail. Spam can propagate through e-mail attachments. For example, an end user gets an e-mail from a friend about certain website giving good deals on products. On opening the website, the e-mail is sent to every one in the address book of that end user. In a few days the end user receives the same e-mail from other friends. This process keeps going on and the propagation will never stop until spam protection is utilized [9] [10].

D. Fourth Aspect

In order to avoid worms, system weaknesses should be fixed and those specific software’s should be avoided which the worm can utilize. Some common precautions can be taken in order to avoid malware attacks. In virus, worms and trojans some common precaution are an up-to-date operating system and antivirus program. Taking safety measure when browsing the internet or checking e-mail or sharing files with others. Always take backup of files, reporting to right authorities so that the matter could be resolved and by providing feedback attacks can be avoided. In case of phishing never give out credit card numbers, bank details, always check whether the company is genuine and try using phish blocker to avoid getting such emails. To protect from spam never purchase from spam messages and always use the spam filtering option. Spam and phishing also have some common defense measures such as, never respond to phishing or spam messages, check privacy policy on forums when subscribing, have multiple e-mail addresses, be careful in entering personal information on websites and forums.

V. Conclusion

The discovery of computers have entered the man kind from old age to the new technological era. Today’s rapid technological development has not only facilitated the consumers/users but at the same time has created several challenges both for computer experts as well as the end users. The expert users have developed multiple techniques to safe guard themselves from the serious ever growing threat of computer attacks but on the other end has left the end users at the mercy of so called anti-virus programs. Previously studies are more concentrated towards the development of those taxonomies that could help only the expert users in order to cope against these attacks. These taxonomies are used for a better understanding of the real problem and thus finding an appropriate solution. Therefore, the current research fulfills the gap and presents taxonomy that would prove to be beneficial for end users in understanding and diagnosing the problems caused by these serious threats and finding immediate remedies to avoid heavy costs of destruction. This taxonomy contributes to the literature and opens new avenues for future research in securing the end users, thus providing the computer users a safe heaven where they can feel secure and confident.
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TABLE 2: MALICIOUS PROGRAM TAXONOMY FOR END USER

<table>
<thead>
<tr>
<th>Virus</th>
<th>Worm</th>
<th>Trojan</th>
<th>Phishing</th>
<th>Spam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor Hard disk CD-ROM</td>
<td>Backend Installation</td>
<td>Log Key Strokes Screen Viewer Keyboard</td>
<td>Online Business Identity Lost, Money Lost, Financial Burden, Brand Rating Down, Key Loggers</td>
<td></td>
</tr>
<tr>
<td>Operating System Application Others</td>
<td>Delete Files Disclose Private Info to others Change Settings</td>
<td>Flash Bug Download, Uploaded Files Access to orutra</td>
<td>Network Bandwidth Server desk Spooked Hijacked</td>
<td></td>
</tr>
<tr>
<td>Nothing</td>
<td>Bandwidth Usage Slowing or Halting tasks</td>
<td>Networks Ports Opening, Remote administration inmam attack</td>
<td>CPU Overload Crash Or Freeze System</td>
<td></td>
</tr>
</tbody>
</table>

**Taxonomy Model**

- **Damage**
  - Hardware
  - Software
  - Network Level
- **Cost**
  - Loss of business and resources, Time & money loss, Information loss.
- **Propagation**
  - Hard disk Files and Programs
  - Email Downloads, Shared Directories, Instant message
  - Internet/Network
- **Precautions**
  - Common precautions.
  - Not using specific software that worm exploits.
  - Fix vulnerabilities in the system which the worm exploit. Checkertainment table.
  - Common precautions: Disconnect from internet to protect confidential data.
  - Check the reputation of company when shopping online, Credit card and bank details.
  - Never publish your email address, Spam filtering.
  - Spam filtering.
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Abstract—Educational assessment is an important insight to know about the student. In recent years there is an increasing interest of Educational Data Mining (EDM), which helps to explore the student data in different perspective. As the case, we introduced a new model called MUSTAS to assess the student’s attitude in three dimensions known as self assessment, institutional assessment and external assessment. Thus, this model exhibits the student performance in three grades as poor, fair, and good. The final part of visualization is generated through ECHAID algorithm. In this paper, we present the model and its performance on our private student dataset collected by us. Our model shows interesting insights about the student and can be used to identify their performance grade.
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I. INTRODUCTION
In the past years, researchers from varity of disciplines (including computer science, statistics, data mining, and education) have started to investigate how we can improve education using Data mining concepts. As a result Educational Data Mining (EDM) has emerged. EDM emphasis on developing methods on exploring unique type of data that come from educational context. Educational Data Mining is concerned with developing methods for exploring data from educational settings. Data mining also called Knowledge Discovery in Databases (KDD), is the field of discovering novel and potentially useful information from large amount of data by Witten and Frank[19]. It has been proposed that educational data mining methods are often different from standard data mining methods, due to the need to explicitly account for educational data by Baker[3]. For this reason, it is increasingly common to see the use of models in these series as suggested by Barnes[4] and Pavlik et al.[14]. The traditional data mining methods are constructed in generic pattern, which is suitable for any kind of application to fit in the method specified. Hence, existing techniques may be useful to discover the data, but it does not fulfill specific or customized requirement.

Education specific mining techniques can help to improve the instructional design, understanding of student’s attitude, academic performance appraisal and so on. In this scenario, traditional mining algorithms need to be adjusted into educational context.

II. RESEARCH BACKGROUND
Modern educational and psychological assessment is dominated by two mathematical models, Factor Analysis (FA) and Item Response Theory (IRT). FA operates at the level of a test, i.e., a collection of questions (items). The basic assumption of FA is that test score of individual i on test j is determined by

$$x_i = \sum_{k=1}^{K} w_{ik} f_{ik} + e_i$$  \hspace{1cm} (1)

where the $f_{ik}$ terms represent the extent to which individual $i$ has underlying ability $k$, and the $w_{ij}$ terms represent the extent to which the ability $k$ is required for test $j$. The $e_i$ term is a residual which is to be minimized. The weights of the abilities required for the test, i.e. the $\{w_{ik}\}$, is constant across individuals. This amounts to an assumption that all individuals deploy their abilities in the same way on each test. Assessments are made in an attempt to determine students’ $f_{ik}$ values, i.e. a student’s place or position on the underlying ability scales.

IRT operates at the item level within a test. Consider the $i^{th}$ item on a test. This item is assumed to have a characteristic difficulty level, $B_i$. Each examinee is assumed to have skill level $\theta$ on the same scale. In the basic three parameter IRT model, the probability that a person with ability $\theta$ will get item $i$ correct is

$$P(\theta) = c_i + (1-c_i) \frac{e^{a_i(\theta-B_i)}}{1+e^{a_i(\theta-B_i)}}$$  \hspace{1cm} (2)

where $D$ is a constant scaling factor, $a_i$ is an item discrimination parameter and $c_i$ is a “correction for guessing parameter”. A consequence of this model is that the relative
order of difficulty for any pair of items on a test and must be the same for all individuals.

Neither any of these commonly used models allow for idiosyncratic patterns of thought, where different people attack problems in different ways. More specialized models can describe mixtures of strategies as mentioned by Huang[9]. However, many educational theories are not easily fit to the assumptions of factor analytic or IRT models. Much of the motivation behind diagnostic assessment is to identify the different strategies that might change the relative order of difficulty of items.

The problem of how best to mathematically model a knowledge space is open, and the answer may be domain-dependent. There is evidence suggesting that in fact, facets (fine grained correct, partially correct, and incorrect understandings) may have a structure to them in some domains that can be modeled using a partial credit model as described by Wright and Masters[22]. Using this model, multiple choice responses are ordered in difficulty on a linear scale, allowing one to rank students by ability based on their responses. This implies that the relative difficulty of items in some interesting domains may indeed be the same for all students as said by Scalise et al.[17]. Thus, modeling can be improved by identifying this linear structure of concepts.

Wilson[20] and Wislon and Sloane[21] mentions that each item response would have its own difficulty on a linear scale, providing a clear measure of student and classroom progress, e.g., a learning progression where content is mapped to an underlying continuum. But building this knowledge representation is an extremely large endeavor, especially in subject areas where little research has been done into the ideas students have before instruction that affect their understanding, or what dimensional structure is appropriate to represent them. This approach assumes that all options are equally plausible, because if one option made no sense, even the lowest ability person would be able to discard it, so IRT parameter estimation methods take this into account and estimate a $c_i$ based on the observed data. In contrast, automatically constructed knowledge spaces may lead to overestimation of knowledge states. Thus, we have paid attention to create a unique framework based on exploratory data-mining approach.

III. EDUCATIONAL DATA MINING (EDM)

In recent years, advances in computing and information technologies have radically expanded the data available to researchers and professionals in a wide variety of domains. EDM has emerged over past few years, and its community has actively engaged in creating large repositories. The increase in instrumented educational software and in databases of student test scores has created large data repositories reflecting how students learn. EDM focuses on computational approaches for using those data to address important educational questions. Erdogan and Timor [5] used educational data mining to identify and enhance educational process which can improve their decision making process. Henrik[8] concluded that clustering was effective in finding hidden relationships and associations between different categories of students. Walters and Soyibo,[23] conducted a study to determine Jamaican high school students’ (population n=305) level of performance on five integrated science process skills with performance linked to gender, grade level, school location, school type, student type, and socioeconomic background (SEB). The results revealed that there was a positive significant relationship between academic performance of the student and the nature of the school.

Khan, [24] conducted a performance study on 400 students comprising 200 boys and 200 girls selected from the senior secondary school of Aligarh Muslim University. Aligarh, India with a main objective to establish the prognostic value of different measures of cognition, personality and demographic variables for success at higher secondary level in science stream. The selection was based on cluster sampling technique in which the entire population of interest was divided into groups, or clusters, and a random sample of these clusters was selected for further analyses. It was found that girls with high socio-economic status had relatively higher academic achievement in science stream and boys with low socioeconomic status had relatively higher academic achievement in general.

Hijazi and Naqvi, [18] conducted a study on the student performance by selecting a sample of 300 students (225 males, 75 females) from a group of colleges affiliated to Punjab university of Pakistan. The hypothesis that was stated as "Student's attitude towards attendance in class, hours spent in study on daily basis after college, students’ family income, student mother’s age and mother’s education are significantly related with student performance" was framed. By means of simple linear regression analysis, it was found that the factors like mother’s education and student’s family income were highly correlated with the student academic performance.

A.L Kristjansson, Sigfusdottir and Allegrante[2] made a study to estimate the relationship between health behaviors, body mass index (BMI), self-esteem and the academic achievement of adolescents. The authors analyzed survey data related to 6,346 adolescents in Iceland and it was found that the factors like lower BMI, physical activity, and good dietary habits were well associated with higher academic achievement. Therefore the identified students were recommended diet to suit their needs.

Cortez and Silva[15] attempted to predict failure in the two core classes (Mathematics and Portuguese) of two secondary school students from the Alentejo region of Portugal by utilizing 29 predictive variables. Four data mining algorithms such as Decision Tree (DT), Random Forest (RF), Neural Network (NN) and Support Vector Machine (SVM) were applied on a data set of 788 students, who appeared in 2006 examination. It was reported that DT and NN algorithms had the predictive accuracy of 93% and 91% for two-class dataset (pass/fail) respectively. It was also reported that both DT and
NN algorithms had the predictive accuracy of 72% for a four-class dataset.

IV. MUSTAS MODEL

The Multidimensional Students Assessment (MUSTAS) framework is a novel model, which consist of demographic factors, academic performance of the student and dimensional factors. The dimensional factors has further sub divided into three dimensions respectively self assessment, institutional assessment and external assessment. The main objective of this framework is to identify the contribution of selected dimensions over academic performance of the student, which helps to teachers, parents and management about the student’s pattern. Understanding of the pattern may facilitate to redefine the education method, additional care on weakness, and promoting their abilities.

A general form of the Multidimensional Random Coefficient Multinomial Logit Model was fitted, with between-item dimensionality as described by Adams, Wilson & Wang[1]. This means each item was loaded on a single latent dimension only so that different dimensions contained different items. A three-dimensional model, a two-dimensional model and a one-dimensional model were fitted in sequence. The three-dimensional model assigned items into three groups. Group 1 consisted of items that had a heavy reading and extracting information component. Group 2 consisted of items that were essentially common-sense mathematics, or non-school mathematics. Group 3 consisted of the rest of the item pool, consisting of mostly items that were typically school mathematics, as well as logical reasoning items. In this item response theory (IRT) model, Dimensions 3 and 4 of the framework, mathematics concepts and computation skills, had been combined to form one IRT dimension.

The MUSTAS model was built with the backbone of CHAID and LCM. Chi-squared Automatic Interaction Detection (CHAID) analysis which was first proposed by Kass, 1980[6] is one of post-hoc predictive segmentation methods. The CHAID, using of decision tree algorithms, is an exploratory method for segmenting a population into two or more exclusive and exhaustive subgroups by maximizing the significance of the chi-square, based on categories of the best predictor of the dependent variable. Segments obtained from CHAID analysis are different from cluster type models because the CHAID method, which is derived to be predictive of a criterion variable, is defined by combinations of predictor variables by Magidson, [12].

Latent Class (LC) modeling was initially introduced by Lazarsfeld and Henry,[10] as a way of formulating latent attitudinal variables from dichotomous survey items. In contrast to factor analysis, which posts continuous latent variables, LC models assume that the latent variable is categorical, and areas of application are more wide ranging. In recent years, LC models have been extended to include observable variables of mixed scale type (nominal, ordinal, continuous and counts), covariates, and to deal with sparse data, boundary solutions, and other problem areas.

The Figure 1, exhibits the proposed model of student assessment strategy. Academic performance and assessment factors are combined together as General Assessment Classification (GAC), which is visualize through demographic factors of the students. The GAC can be mentioned as parameter, which is act as rule based classification. AMOS is an application for structural equation modeling, multi-level structural equation modeling, non-linear modeling, generalized linear modeling and can be used to fit measurement models to data. In the subsequent sections, we illustrate this feature by fitting a measurement model to an SPSS data set using path diagram.

The path diagram shown in Figure 2, exhibit the pattern of MUSTAS model, which extracts R2=0.802. The LC analysis used to identifying segments based on academic performance
of the student and observed assessment score into $K$ underlying latent class segments.

V. ECHAID ALGORITHM

The ECHAID algorithm is a hybrid methodology combining features of CHAID and latent class modeling (LCM) to build a classification tree that is predictive of multiple criteria. This algorithm is derived from Hybrid CHAID algorithm and it involves four steps.

1. Abstract the specified factors into $D$ dimensional variables.
2. Perform an LC cluster analysis on $D$ response variables to obtain $K$ latent classes.
3. Perform a CHAID analysis using the $K$ classes as nominal dependent variable.
4. Obtain predictions for each of the $D$ dimensional variables based on resulting CHAID segments and/or on any preliminary set of CHAID segments.

Step 1 yields an abstraction of specified number of factors into dimension. Similarly it is recalled for number of dimensions required.

$$D = \frac{\sum_{i=1}^{N} cw_i}{\sum_{i=1}^{N} c_i} \quad (3)$$

The variable $D$ is a dimension, $c$ is factor(s) which is proposed for abstraction and $w$ is weight. The rounded value of $D$ is equal to scale. Hence this step optimizes the number of factors into dimensional variable with similar scale.

Step 2 yields class-specific predicted probabilities for each category of the $d$-th dependent variable, as well as posterior membership probabilities for each case.

$$P(Y = j) = \sum_{k=1}^{K} P(X = k, Y = j) = \sum_{k=1}^{K} P(X = k) P(Y = j | X = k) \quad (4)$$

$$= \sum_{k=1}^{K} P(X = k) \prod_{d=1}^{D} P(Y_d = j_d | X = k),$$

Step 3 yields a set of CHAID segments that differ with respect to their average posterior membership probabilities for each class. We use the posterior membership probabilities defined in equation as fixed case weights as opposed to the modal assignment into one of the $K$ classes. This weighting eliminates bias due to the misclassification error that occurs if cases were equated (with probability one) to that segment having the highest posterior probability. Specifically, each case contributes $K$ records to the data, the $k^{th}$ record of which contains the value $k$ for the dependent variable, and contains a case weight of $P(X = k | Y = j)$, the posterior membership probability associated with that case. Thus, as opposed to the original algorithm where chi-square is calculated on observed 2-way tables, in the hybrid algorithm, the chi-squared statistic is computed on 2-way tables of weighted cell counts.

If as an alternative to performing a standard LC analysis, one performs an LC factor analysis in step 1, in step 2 the CHAID ordinal algorithm can be used to obtain segments based on the use of any of the LC factors as the ordinal dependent variable, or a single segmentation can be obtained using the nominal algorithm to identify segments based on the single joint latent variable defined as a combination of two or more identified LC factors.

$$P(X = k | Y = j) = \frac{P(X = k, Y = j)}{P(Y = j)}. \quad (5)$$

Step 4 involves obtaining predictions for any or all of the $D$ dependent variables for each of the $I$ CHAID segments by cross-tabulating the resulting CHAID segments by the desired dependent variable(s). An alternative is to obtain predictions as follows

$$P(Y_d = j | i) = \sum_{k=1}^{K} P(Y_d = j | X = k, P(X = k | i)). \quad (6)$$

As can be seen, we compute a weighted average of the class-specific distributions for dependent variable $Y_d$ obtained in step 2 $[P(Y_d = j | X = k)]$, with the average posterior membership probabilities obtained in step 3 for segment $i$ being used as the weights $[P(X = k | i)]$.

VI. RESULTS AND DISCUSSION

Dataset was prepared based on the feedback collected from students of various colleges in Coimbatore city. The overall data finalized for dataset was 1000, which is inclusive of errors. After preprocessing the final dataset was optimized to 933 through the elimination of nonresponsive or error records. The main intention of this paper is to prove the MUSTAS framework developed by Paul Suthan and Santhosh Baboo[13] is perfectly fit into Hybrid CHAID algorithm proposed by Magidson and Vermunt[11]. In their proposal they have considered multiple criteria, whereas in MUSTAS framework multiple dimensions are considered such as Self Assessment, Institutional Assessment and External Assessment. Each dimension possessing five factors. Hence we proposed an abstract layer on top of Hybrid CHAID, which is performing optimization of factors into respective dimension with similar scale. The results are generated using Latent GOLD and SI-CHAID software founded by Statistical Innovations Inc. Latent GOLD is a powerful latent class modeling software, which supports three different model structures such as cluster models, discrete factor (DFactor) models and regression models. SI-CHAID is software, which is inter-related with
Latent GOLD to perform CHAID tree visualization. A LCM was fit to these data, using college academic performance as an active covariate and 8 demographics as inactive covariates along with academic performance (AP) + three dimensions (SA, IA, EA) which are considered as multiple dependent variables. By default the LCM yielded 3 segments, which is similar to Hybrid CHAID. The first segment (class 1) 22% Good performers, second segment (class 2) 58.5% Moderate performers and third segment (class 3) 19.5% poor performer, which are predicted from dimensional rating and academic performance. It is presented in Fig.3 root node.

The Figure 4, shows that among total number of students considered for this evaluation 38.8% of them are good performers. The age has three categories below 19 years, 19-21 years and above 21 years. Similarly gender has two categories male and female. It is noticed that 446 students fall under below 19 years age group, out of which 42.83% of them are good performer, 33.88% under 19-21 years age group and 36.11% of them fall under above 21 years age group. Among 180 students under above 21 years age group, 78 students were male and good performers are 29.49% and 102 students were female and good performers are 30.39%. Hence the ECHAID tree helps to assess the student performance and it proves that MUSTAS framework is perfectly suitable for Educational Data Mining purpose and closely associated with Hybrid CHAID.

VII. CONCLUSION

In this paper, we introduced ECHAID algorithm as a model for MUSTAS framework, which supports multiple dependent variables. It enhances visualization of traditional CHAID algorithm and provides unique segmentations. In future work, performance analysis, feature extraction and classification accuracy can be evaluated.
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Abstract—Satisfying Quality of Service (QoS) requirements (e.g. bandwidth and delay constraints) for the different QoS based applications of WSNs raises significant challenges. Each algorithm that is used for packet routing in such applications should be able to establish tradeoffs between end to end delay parameter and energy consumption. Therefore, enabling QoS applications in sensor networks requires energy and QoS awareness in different layers of the protocol stack. In this paper, we propose an Optimized Energy and QoS Aware Multipath routing protocol in wireless sensor networks namely OEQM. This protocol maximizes the network lifetime via data transmission across multiple paths as load balancing that causes energy consume uniformly throughout the network. OEQM uses the residual energy, available buffer size, Signal-to-Noise Ratio (SNR) and distance to sink to predict the best next hop through the paths construction phase also our protocol employs a queuing model to handle both real-time and non-real-time traffic. Simulation results show that our proposed protocol is more efficient than previous algorithms in providing QoS requirements and minimizing energy consumption.
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I. INTRODUCTION

In the recent years, the rapid advances in micro-electromechanical systems, low power and highly integrated digital electronics, small scale energy supplies, tiny microprocessors and low power radio technologies have created low power, low cost and multifunctional wireless sensor devices, which can observe and react to changes in physical phenomena of their environments. These sensor devices are equipped with a small battery, a tiny microprocessor, a radio transceiver and a set of transducers that used to gathering information that report the changes in the environment of the sensor node. The emergence of these low cost and small size wireless sensor devices has motivated intensive research in the last decade addressing the potential of collaboration among sensors in data gathering and processing, which led to the creation of Wireless Sensor Networks (WSNs).

A typical WSN consists of a number of sensor devices that collaborate with each other to accomplish a common task (e.g. environment monitoring, object tracking, etc.) and report the collected data through wireless interface to a sink node. The areas of applications of WSNs vary from civil, healthcare and environmental to military. Examples of applications include target tracking in battlefields, habitat monitoring, civil structure monitoring, forest fire detection and factory maintenance [1].

However, with the specific consideration of the unique properties of sensor networks such limited power, stringent bandwidth, dynamic topology (due to nodes failures or even physical mobility), high network density and large scale deployments have caused many challenges in the design and management of sensor networks. These challenges have demanded energy awareness and robust protocol designs at all layers of the networking protocol stack [2].

Efficient utilization of sensor’s energy resources and maximizing the network lifetime were and still are the main design considerations for the most proposed protocols and algorithms for sensor networks and have dominated most of the research in this area. However, depending on the type of application, the generated sensory data normally have different attributes, where it may contain delay sensitive and reliability demanding data. Furthermore, the introduction of multimedia sensor networks along with the increasing interest in real time applications have made strict constraints on both throughput and delay in order to report the time-critical data to the sink within certain time limits and bandwidth requirements without any loss. These performance metrics (i.e. delay and bandwidth) are usually referred to as Quality of Service (QoS) requirements [3]. Therefore, enabling many applications in sensor networks requires energy and QoS awareness in different layers of the protocol stack in order to have efficient utilization of the network resources and effective access to sensors readings. Authors of [3] and [4] have surveyed the QoS based routing protocol in WSNs.

Many routing solutions specifically designed for WSNs have been proposed in [5] and [6]. In these proposals, the unique properties of the WSNs have been taken into account. These routing techniques can be classified according to the protocol operation into negotiation based, query based, QoS based and multi-path based. The negotiation based protocols have the objective to eliminate the redundant data by include high level data descriptors in the message exchange. In query based protocols, the sink node initiates the communication by broadcasting a query for data over the network. The QoS
based protocols allow sensor nodes to make tradeoffs between the energy consumption and some QoS metrics before delivering the data to the sink node [7]. Finally, multi-path routing protocols use multiple paths rather than a single path in order to improve the network performance in terms of reliability and robustness. Multi-path routing establishes multiple paths between the source-destination pair. Multi-path routing protocols have been discussed in the literature for several years now [8]. Multi-path routing has focused on the use of multiple paths primarily for load balancing, fault tolerance, bandwidth aggregation and reduced delay. We focus to guarantee the required quality of service through multi-path routing.

The rest of the paper organized as follows: in section 2, we explain some of the related works. Section 3 describes the proposed protocol with detailed. Section 4 presents the performance evaluation. Finally, we conclude the paper in Section 5.

II. RELATED WORKS

QoS-based routing in sensor networks is a challenging problem because of the scarce resources of a sensor node. Thus, this problem has received a significant attention from the research community, where many works are being made. In this section we do not give a comprehensive summary of the related work, instead we present and discuss some works related to the proposed protocol.

One of the early proposed routing protocols that provide some QoS is the Sequential Assignment Routing (SAR) protocol [9]. SAR protocol is a multi-path routing protocol that makes routing decisions based on three factors: energy resources, QoS on each path and packet’s priority level. Multiple paths are created by building a tree rooted at the source to the destination. During construction of paths those nodes which have low QoS and low residual energy are avoided. Upon the construction of the tree most of the nodes will belong to multiple paths. To transmit data to sink, SAR computes a weighted QoS metric as a product of the additive QoS metric and a weighted coefficient associated with the priority level of the packet to select a path. Employing multiple paths increases fault tolerance, but SAR protocol suffers from the overhead of maintaining routing tables and QoS metrics at each sensor node.

K. Akkaya and M. Younis in [10] proposed a cluster based QoS aware routing protocol that employs a queuing model to handle both real-time and non real time traffic. The protocol only considers the end-to-end delay. The protocol associates a cost function with each link and uses the K least-cost path algorithm to find a set of the best candidate routes. Each of the routes is checked against the end-to-end constraints and the route that satisfies the constraints is chosen to send the data to the sink. All nodes initially are assigned the same bandwidth ratio which makes constraints on other nodes which require higher bandwidth ratio. Furthermore, the transmission delay is not considered in the estimation of the end-to-end delay which sometimes results in selecting routes that do not meet the required end-to-end delay. However, the problem of bandwidth assignment is solved in [11] by assigning a different bandwidth ratio for each type of traffic for each node.

SPEED [12] is another QoS based routing protocol that provides soft real-time end-to-end guarantees. Each sensor node maintains information about its neighbours and exploits geographic forwarding to find the paths. To ensure packet delivery within the required time limits, SPEED enables the application to compute the end-to-end delay by dividing the distance to the sink by the speed of packet delivery before making any admission decision. Furthermore, SPEED can provide congestion avoidance when the network is congested. However, while SPEED has been compared with other protocols and it has showed less energy consumption than other protocols, this does not mean that SPEED is energy efficient, because the protocols used in the comparison are not energy aware. SPEED does not consider any energy metric in its routing protocol, which makes a question about its energy efficiency. Therefore, to better study the energy efficiency of the SPEED protocol, it should be compared with energy aware routing protocols.

Felemban [13] propose Multi-path and Multi-Speed Routing Protocol (MMSPEED) for probabilistic QoS guarantee in WSNs. Multiple QoS levels are provided in the timeliness domain by using different delivery speeds while various requirements are supported by probabilistic multipath forwarding in the reliability domain.

X. Huang and Y. Fang have proposed multi constrained QoS multi-path routing (MCMP) protocol [14] that uses braided routes to deliver packets to the sink node according to certain QoS requirements expressed in terms of reliability and delay. The problem of the end-to-end delay is formulated as an optimization problem and then an algorithm based on linear integer programming is applied to solve the problem. The protocol objective is to utilize the multiple paths to augment network performance with moderate energy cost. However, the protocol always routes the information over the path that includes minimum number of hops to satisfy the required QoS which leads in some cases to more energy consumption.

Authors in [15], have proposed the Energy constrained multi-path routing (ECMP) that extends the MCMP protocol by formulating the QoS routing problem as an energy optimization problem constrained by reliability playback delay and geo-spatial path selection constraints. The ECMP protocol trades between minimum number of hops and minimum energy by selecting the path that satisfies the QoS requirements and minimizes energy consumption.

Meeting QoS requirements in WSNs introduces certain overhead into routing protocols in terms of energy consumption, intensive computations and significantly large storage. This overhead is unavoidable for those applications that need certain delay and bandwidth requirements. In OEQM protocol, we combine different ideas from the previous protocols in order to optimally tackle the problem of QoS in sensor networks. In this protocol we try to satisfy the QoS requirements with the minimum energy. Our routing protocol performs routes discovery using multiple criteria such as residual energy, remaining buffer size, signal-to-noise ratio and distance to sink.
III. DESCRIPTION OF THE PROPOSED PROTOCOL

In this section, we first define some assumptions, then we provide the details of multiple paths discovery and maintenance as well as the traffic allocation and data transmission across the multiple paths.

A. Assumptions

We assume $N$ identical sensor nodes are distributed randomly in the sensing field. All nodes have the same transmission range and have enough battery power to carry their sensing, computing and communication activities. The sink is not mobile and considered to be a powerful node endowed with enhanced communication and computation capabilities as well as no energy constraints. The network is fully connected and each node in the network is assigned a unique ID also all nodes are willing to participate in communication process by forwarding data. Furthermore, at any time, we assume that each sensor node is able to compute its distance to sink, its residual energy and its available buffer size (remaining memory space to cache the sensory data while its distance to sink). We assume $B$.

The transmission range and have enough battery power to carry randomly in the sensing field. All nodes have the same signal-to noise ratio (SNR) and distance to sink.

B. Path Discovery Mechanism

In multi-path routing, node-disjoint paths (i.e. have no common nodes except the source and the destination) are usually preferred because they utilize the most available network resources, hence are the most fault-tolerant. If an intermediate node in a set of node-disjoint paths fails, only the path containing that node is affected, so there is a minimum impact to the diversity of the routes [16]. Based on the idea of the directed diffusion [17], the sink node starts the multiple paths discovery phase to create a set of neighbours that able to forward data towards the sink from the source node.

In first phase of path discovery procedure, each sensor node broadcast a HELLO message to its neighbouring nodes in order to have enough information about which of its neighbours can provide it with the highest quality data. Each sensor node maintains and updates its neighbouring table during this phase. Fig.1 shows the structure of the HELLO message.

<table>
<thead>
<tr>
<th>Source ID</th>
<th>Residual Energy</th>
<th>Free Buffer</th>
<th>Link Performance</th>
</tr>
</thead>
</table>

Fig. 1. HELLO message structure

C. Link Cost Metric

The link Cost metric is used by the node to select the next hop during the path discovery phase. Let $N_i$ be the set of neighbours of node $i$. Then our Cost metric includes an energy factor, available buffer factor and link performance factor that can be computed as below:

$$\text{Cost metric} = \left( \frac{E_{\text{resd},j} + B_{\text{buffer},j} + L_{p,ij}}{\text{Distance}_{ij}} \right)$$

Where, $E_{\text{resd},j}$ is the current residual energy of node $j$, and $B_{\text{buffer},j}$ is the available buffer size of node $j$ and $L_{p,ij}$ is the link performance value between $i$ and $j$ which is obtained by (2)

$$L_{p,ij} = \frac{\text{SNR}_{ij}}{\text{Distance}_{i \to j \text{ sink}}}$$

In here $\text{SNR}_{ij}$ is the signal to noise ratio (SNR) for the link between $i$ and $j$ as well as $\text{Distance}_{i \to j \text{ sink}}$ is the distance from node where $j \in N_i$ to sink. So, to select next hop we use from (3).

$$\text{Next hop} = \text{Max} \{ \text{Cost metric} \}$$

The total Cost metric for a path $P$ consists of a set of $K$ nodes is the sum of the individual link Cost metrics $l(\text{ij})$ along the path. Then the total Cost merit is calculated by (4).

$$\text{CM}_{\text{total},P} = \sum_{n=1}^{K-1} l(\text{ij})_n$$

After initialization phase, each sensor node has enough information to compute the Cost metric for its neighbouring nodes. Then, the sink node locally computes its preferred next hop node using the link Cost metric and sends out a RREQ message to its the most preferred next hop, Fig. 2 shows the structure of the RREQ message. Similarly, through the link Cost metric, the preferred next hop node of the sink computes locally its the most preferred next hop in the direction of the source node and sends out a RREQ message to its next hop, the operation continues until source node.

<table>
<thead>
<tr>
<th>Source ID</th>
<th>Destination ID</th>
<th>Route ID</th>
<th>Cost Metric</th>
<th>TR</th>
<th>Delay</th>
</tr>
</thead>
</table>

Fig. 2. RREQ message structure

TR field shows the received time of the packet and Delay field shows the transmission delay of the packet, so we can compute the link end to end delay by using the information in the RREQ message as the source node sends the RREQ message and when an intermediate node N1 receives this RREQ message from the source node, it saves the time of this event in the TR1 field and forwards it to its the most preferred next hop. When a neighbour node (N2) receives the RREQ message from N1, it calculates the difference between the value of TR1 field and the current time (TR2), which represents the measured delay of the link between N1 and N2 as well as stores it in the Delay field.

For the second alternate path, the sink sends alternate path RREQ message to its next the most preferred neighbour. To avoid having paths with shared node, we limit each node to accept only one RREQ message. For those nodes that receive more than one RREQ message only accept the first RREQ message and reject the remaining messages. In order to save energy, we reduce the overhead traffic through reducing control messages. Therefore, instead of periodically flooding a KEEPALIVE message to keep multiple paths alive and update Cost metrics, we append the metrics on the data message by...
attaching the residual energy, remaining buffer size and link performance to the data message.

**D. Paths Selection**

After the completion of paths discovery phase, we need to select a set of paths to transfer the traffic from the source to the destination. So out of the $P$ paths, the protocol picks out a number of $r$ paths to be used to transfer the real-time traffic and $n$ paths for non-real-time traffic, where $P = r + n$. To calculate $r$, we assume that the sensor node knows the size of its traffic (both real-time and non-real-time traffic). Let $T_r$ represents the size of the real-time traffic and $T_{nr}$ represents the size of the non-real-time traffic, then we have:

$$r = \frac{T_r}{T_r + T_{nr}} P$$

$$n = \frac{T_{nr}}{T_r + T_{nr}} P$$

(5)

As we divided the $P$ paths between the real-time and non-real-time traffic according to the traffic size, we select the best $r$ paths that minimize the end to end delay to transfer the real-time traffic to ensure that the critical-time data is delivered to the destination within the time requirements, with out any delay. To find the best paths in terms of the end-to-end delay, during the paths discovery phase, we use Delay field in RREQ message.

**E. Traffic Allocation and Data Transmission**

OEQM employs the queuing model presented in [18] to handle both real-time and non-real-time traffic. Two different queues are used; one instant priority queue for real-time traffic and the other queue follow the first in first out basis for non-real-time traffic. Fig. 3 shows the functional diagram of the OEQM. The source node knows the degree of the importance of each data packet it is sending which can be translated into predefined priority levels. The application layer sets the required priority level for each data packet by appending an extra bit of information to act as a stamp to distinguish between real-time and non-real-time packets. Based on the packet type, the classifier directs packets into the appropriate queue. The traffic allocation scheme first adds error correction codes to improve the reliability of transmission and to increase the resiliency to paths failures and ensure that an essential portion of the packet is received by the destination without incurring any delay and more energy consumption through data retransmission. Then schedules packets simultaneously for transmission across the available multiple paths. Correction codes are calculated as a function of the information bits to provide redundant information. We use an XOR-based coding algorithm like the one presented in [19]. This algorithm does not require high computation power or high storage space.

After the selection of a set of multiple paths for both traffic types and after adding FEC codes, the source node can begin sending data to the destination along the paths. We use a weighted traffic allocation strategy to distribute the traffic amongst the available paths to improve the end to end delay and throughput. In this strategy, the source node distributes the traffic amongst the paths according to the end to end delay of each path. The end to end delay of each path is obtained during the paths discovery phase via Delay field in RREQ message. Fig. 4 shows the packet format and fields in each segment.

![Fig. 4. Packet format](http://sites.google.com/site/ijcsis/)

The CM field is an encoded peace of information that represents the current value of metrics used in the Cost metric to avoid excessive control packets to keep routes alive. Each node along the path, after updating its neighbouring table with this information, changes this value by its current metrics.

**IV. PERFORMANCE EVALUATION**

In this section, we present and discuss the simulation results for the performance evaluation of our protocol. We used NS-2 [20] to implement and simulate OEQM and compare it with the MCMP protocol [14]. Simulation parameters are presented in Table 1 and obtained results are shown below. We investigate the performance of the OEQM in a multi-hop network topology. The metrics used in the evaluation are the energy consumption, delivery ratio and average end to end delay. The average energy consumption is the average of the energy consumed by the nodes participating in message transfer from source node to the sink node. The
delivery ratio is the number of packets generated by the source node to the number of packets received by the sink node. The average end to end delay is the average time required to transfer a data packet from source node to the sink node. We study the impact of changing the packet arrival rate on these performance metrics and node failure probability on average energy consumption. Simulation results are averaged over several simulation runs.

A. Impact of packets arrival rate

We change the packet arrival rate at the source node from 5 to 50 packets/sec. The generated traffic at the source node is mixed traffic of both real-time and non-real-time traffic. The real-time traffic is set to 10% of the generated traffic.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network area</td>
<td>400 m × 400 m</td>
</tr>
<tr>
<td>Number of sensors</td>
<td>200</td>
</tr>
<tr>
<td>Transmission range</td>
<td>25 m</td>
</tr>
<tr>
<td>Packet size</td>
<td>1024 bytes</td>
</tr>
<tr>
<td>Transmit power</td>
<td>15 mW</td>
</tr>
<tr>
<td>Receive power</td>
<td>13 mW</td>
</tr>
<tr>
<td>Idle power</td>
<td>12 mW</td>
</tr>
<tr>
<td>Initial battery power</td>
<td>100 J</td>
</tr>
<tr>
<td>MAC layer</td>
<td>IEEE 802.11</td>
</tr>
<tr>
<td>Max buffer size</td>
<td>256 K-bytes</td>
</tr>
<tr>
<td>Simulation time</td>
<td>1000 s</td>
</tr>
</tbody>
</table>

1) Average end to end delay

End to end delay is an important metric in evaluating QoS based routing protocols. The average end to end delay of OEQM and MCMP protocol as the packet arrival rate increases is illustrated in Fig. 5. From the results, it is clear that OEQM successfully differentiates network service by giving high real-time traffic absolute preferential treatment over low priority traffic. The real-time traffic is always combined with low end-to-end delay. MCMP protocol outperforms OEQM in the case of non-real-time traffic, because of the overhead caused by the queuing model. Furthermore, for higher traffic rates the average delay increases because of the protocol's priority to process real-time traffic first, which causes more queuing delay for non-real-time traffic at each sensor node.

2) Packet delivery ratio

Another important metric in evaluating routing protocols is the average delivery ratio. Fig. 6 shows the average delivery ratio of OEQM and MCMP protocols. Obviously, OEQM outperforms the MCMP protocol; this is because in the case of path failures, our protocol uses Forward Error Correction (FEC) technique to retrieve the original message, which is not implemented in the MCMP protocol. Implementing a FEC technique in the routing algorithm enhances the delivery ratio of the protocol as well as minimizes the overall energy consumption especially in the case of route failures.

3) Average energy consumption

Fig. 7 shows the results for the energy consumption. From the figure, we note that MCMP slightly outperforms OEQM, this is because of the overhead induced by the queuing model and error codes computation. However, meeting the quality of service requirements introduces a certain overhead in terms of energy consumption. Thus minimum tradeoffs with delay and throughput should be made to reduce the energy expenditure. By changing the network conditions and considering node failures, the energy consumption of the MCMP protocol increases significantly as shown in Fig. 8.

B. Impact of node failure probability

We study the behaviour of protocols in the presence of node failures and change the node failure probability from 0 to 0.05. The results are averaged over several simulation runs. Fig. 8 shows the results for the energy consumption under node failures. Obviously OEQM outperforms the MCMP
This is because our protocol easily recovers from path failures and be able to reconstruct the original messages through the use of the FEC algorithm while the MCMP protocol needs to initiate a data retransmission to recover lost data, which leads to a significant increase in the energy consumption.

Fig. 8. Average energy consumption as node failure increases

V. CONCLUSION

In this paper, we have presented an Optimized Energy and QoS Aware Multipath routing protocol (OEQM) in wireless sensor networks to provide service differentiation by giving real-time traffic absolute preferential treatment over the non-real-time traffic. Our protocol uses the multipath paradigm together with a Forward Error Correction (FEC) technique to recover from node failures without invoking network-wide flooding for path-discovery. This feature is very important in sensor networks since flooding consumes energy and consequently reduces the network lifetime.

OEQM uses the residual energy, available buffer size, Signal-to-Noise Ratio (SNR) and distance to sink to predict the best next hop through the paths construction phase also our protocol employs a queuing model to handle both real-time and non-real-time traffic. We have evaluated and studied the performance of our proposed protocol under different network conditions and compared it with the MCMP protocol via NS-2. Simulation results have shown that our protocol achieves lower average delay, more energy savings and higher delivery ratio than the MCMP protocol.
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Abstract— The proposed hybrid approach for feature extraction, feature reduction and feature selection of Medical images based on Rough set and Genetic Algorithm (GA). A Gray Level Co-occurrence Matrix (GLCM) and Histogram based texture feature set is derived. The optimal texture features are extracted from normal and infected Digital Imaging and Communications in Medicine (DICOM) images by using GLCM and histogram based features. The inputs of these features are taken for the feature selection process. The selected features is solved by using Fuzzy Rough set and GA. These optimal features are used to classify the DICOM images into normal and infected. The performance of the algorithm is evaluated on a series of DICOM datasets collected from medical laboratories.
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I. INTRODUCTION

Nowadays DICOM image analysis is becoming more important for diagnosis process. This process is not easy way for optimal identification and early detection of diseases for improving the surviving rate. Generally the DICOM image is a valuable and most reliable method in early detection.

Different methods of DICOM image feature reduction have been used to solve by statistical methods, texture based methods and feature is extracted by using image processing techniques [3]. Some other methods are based on fuzzy theory [1] and neural networks [2].

The lack of systematic research on features extracted and their role to the classification results forces researchers to select features arbitrarily as input to their systems. Genetic algorithms have been successful in discovering an optimal or near-optimal solution amongst a huge number of possible solutions (Goldberg 1989). Moreover, a combination of genetic algorithms and fuzzy can prove to be very powerful in classification problems. Previously genetic algorithms have been used either to evolve neural network topology (Stathakis and Kanellopoulos 2006) [4] or to select features (Kavzoglou and Mather 2002 [5]) but not both at the same time.

GLCM, Histogram, level set, Gabor filters, and wavelet transform [6, 7, 8, 9] are the approaches for texture classification problem. The Gabor filters are poor due to their lack of orthogonality that results in redundant features, while wavelet transform is capable of representing textures at the most suitable scale, by varying the spatial resolution and there is also a wide range of choices for the wavelet function.

In medical image analysis, the determination of normal and infected brain is classified by using texture. DICOM and CT image texture proved to be useful to determine the Normal brain [10] and to detect the brain disease part [11].

There is a big problem in selecting the optimal features in medical imaging. The evaluation of possible feature subsets is usually a painful task. So the large amount of computational effort is required. Fuzzy roughest and Genetic algorithm (GA) appear to be a selective approach to choose the best feature subset while maintaining acceptable feature selection. Siedlecki and Sklansky [12] compared the GA with classical algorithms and they proposed the GA for feature selection. Fuzzy rough set proved to be the best selection method for optimal classification.

A new method for extracting features in DICOM images with lower computational requirements is proposed and selection percentage is analyzed. The tables provide the user with all relevant information for taking efficient decision. Thus a synergy of genetic algorithms and fuzzy is used for feature selection in our proposed method.

The remaining paper is organized as follows. Section 2 describes the feature extraction process. The feature selection problem is discussed in Section 3, while Section 4 contains the experimental results. Finally section 5 presents conclusion and references.
II. FEATURE EXTRACTION

Feature extraction methodologies analyze objects and images to extract the features that are representative of the various classes of objects. In this work, intensity histogram features and Gray Level Co-occurrence Matrix (GLCM) features are extracted [12].

2.1 Intensity Histogram Features

Intensity histogram analysis has been extensively used. The intensity histogram features are mean, variance, skewness, kurtosis, entropy, and energy. These are shown in Table 1.

<table>
<thead>
<tr>
<th>Feature Number</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mean</td>
</tr>
<tr>
<td>2</td>
<td>Variance</td>
</tr>
<tr>
<td>3</td>
<td>Skewness</td>
</tr>
<tr>
<td>4</td>
<td>Kurtosis</td>
</tr>
<tr>
<td>5</td>
<td>Energy</td>
</tr>
</tbody>
</table>

The average value of intensity histogram features obtained for different types of medical images is given in Table 2 as follows:

<table>
<thead>
<tr>
<th>Feature</th>
<th>Normal Values</th>
<th>Infected Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>7.976583</td>
<td>7.680339</td>
</tr>
<tr>
<td>Variance</td>
<td>0.09123</td>
<td>0.059461</td>
</tr>
<tr>
<td>Skewness</td>
<td>18.4427</td>
<td>-53.2575</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>380.7879</td>
<td>649.3231</td>
</tr>
<tr>
<td>Energy</td>
<td>0.986126</td>
<td>0.991122</td>
</tr>
</tbody>
</table>

2.2 GLCM Features

The Gray-Level Co-occurrence Matrix (GLCM) is a statistical method that considers the spatial relationship of pixels, which is also known as the gray-level spatial dependence matrix. The pixel and the adjacent pixel is considered as the spatial relationship, and another spatial relationship can be specified between these two pixels.

The following GLCM features were extracted in this paper: Autocorrelation, Contrast, Correlation, Cluster Prominence, Cluster Shade, Dissimilarity, Energy, Entropy, Homogeneity, Maximum probability, Sum of squares, Sum average, Sum variance, Sum entropy, Difference variance, Difference entropy, Information measure of correlation, Information measure of correlation, Inverse difference normalized.

The value obtained for the above features for a typical normal and infected DICOM image is given in the following Table 3.

<table>
<thead>
<tr>
<th>Feature No</th>
<th>Feature Name</th>
<th>Normal Feature Values</th>
<th>Infected Feature Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Area</td>
<td>52000.96</td>
<td>54744.96</td>
</tr>
<tr>
<td>2</td>
<td>Centroid</td>
<td>13000.74</td>
<td>13734.04</td>
</tr>
<tr>
<td>3</td>
<td>Major axis length</td>
<td>3.06E+04</td>
<td>3.18E+04</td>
</tr>
<tr>
<td>4</td>
<td>Minor axis length</td>
<td>2.31E+00</td>
<td>2.369401</td>
</tr>
<tr>
<td>5</td>
<td>Perimeter</td>
<td>52000.96</td>
<td>55133.44</td>
</tr>
<tr>
<td>6</td>
<td>Autocorrelation</td>
<td>6.38E-01</td>
<td>6.37E-01</td>
</tr>
<tr>
<td>7</td>
<td>Contrast</td>
<td>8.59E-02</td>
<td>1.40E-01</td>
</tr>
<tr>
<td>8</td>
<td>Correlation</td>
<td>1.26E-01</td>
<td>3.64E-03</td>
</tr>
<tr>
<td>9</td>
<td>Cluster Performance</td>
<td>2.14E+00</td>
<td>3.61E-01</td>
</tr>
<tr>
<td>10</td>
<td>Cluster Shade</td>
<td>4.02E01</td>
<td>5.52E-01</td>
</tr>
<tr>
<td>11</td>
<td>Dissimilarity</td>
<td>1.93E-02</td>
<td>1.04E-02</td>
</tr>
<tr>
<td>12</td>
<td>Energy</td>
<td>9.85E-01</td>
<td>9.43E-01</td>
</tr>
<tr>
<td>13</td>
<td>Entropy</td>
<td>4.81E-01</td>
<td>1.12E-01</td>
</tr>
<tr>
<td>14</td>
<td>Homogeneity</td>
<td>9.96E-01</td>
<td>9.56E-01</td>
</tr>
<tr>
<td>15</td>
<td>Max Probability</td>
<td>9.94E-01</td>
<td>9.91E-01</td>
</tr>
<tr>
<td>16</td>
<td>Sum Average</td>
<td>1.79E+01</td>
<td>1.65E-01</td>
</tr>
<tr>
<td>17</td>
<td>Sum Variance</td>
<td>2.43E+02</td>
<td>2.33E-02</td>
</tr>
<tr>
<td>18</td>
<td>Sum Entropy</td>
<td>1.02E+01</td>
<td>6.85E-02</td>
</tr>
<tr>
<td>19</td>
<td>Diff. Variance</td>
<td>8.59E-02</td>
<td>2.51E-01</td>
</tr>
<tr>
<td>20</td>
<td>Diff. Entropy</td>
<td>4.42E-02</td>
<td>6.88E-02</td>
</tr>
<tr>
<td>21</td>
<td>INV</td>
<td>4.01E-03</td>
<td>6.67E-03</td>
</tr>
<tr>
<td>22</td>
<td>INN</td>
<td>9.98E-01</td>
<td>9.98E-01</td>
</tr>
</tbody>
</table>

III. FEATURE SELECTION

To improve the prediction accuracy and minimize the computation time, feature selection is used. Feature selection occurs by reducing the feature space. This is achieved by removing irrelevant, redundant and noisy features which performs the dimensionality reduction. Popularly used feature selection algorithms are Sequential forward Selection, Sequential backward selection, Genetic Algorithm and Particle Swarm Optimization. In this paper a combined approach of fuzzy roughest method with Genetic Algorithm is proposed to select the optimal features. The selected optimal features are considered for classification.

3.1 Genetic Algorithm (GA) based Feature Selection:

During classification, the number of features can be large, irrelevant or redundant. So the optimal solution is not occurred. To solve this problem feature reduction is
introduced to improve the process by searching for the best features subset, from the original features.

GA is an adaptive method of global-optimization searching and simulates the behavior of the evolution process in nature. It is based on Darwin’s fittest principle, which states that an initial population of individuals evolves through natural selection in such a way that the fittest individuals have a higher chance of survival.

The GA maintains a cluster of competing feature matrices. To evaluate each matrix in this cluster, the inputs are multiplied by the matrix, producing a set of output which are then sent to a classifier. The classifier typically divides the features into a training set and a testing set, to evaluate classification accuracy. Generally each feature is encoded into a vector called a chromosome.

\[
\text{fitness} = W_A \cdot \text{Accuracy} + W_{nb}/N
\]

where \(W_A\) is the weight of accuracy and \(W_{nb}\) is the weight of \(N\) feature participated in classification where \(N \neq 0\).

A fitness value will be used to measure the fitness of a chromosome and decides whether a chromosome is good or not in a given cluster. Initial populations in the genetic process are randomly created. GA uses three operators to produce a next generation from the current generation: reproduction, crossover and mutation. GA eliminates the chromosomes of low fitness and keeps the ones of high fitness.

Thus more chromosomes of high fitness move to the next generation. This process is repeated until a good chromosome (individual) is found. The Figure 1 illustrates the feature selection using the genetic algorithm.

![Feature Selection Using GA Diagram](image)

The above Table 5 shows the feature selected by GA method.

### 3.2 Feature Selection by Rough Set

Fuzzy set involves more advanced mathematical concepts, real numbers and functions, whereas in classical set theory the notion of a set is used as a fundamental notion of whole mathematics and is used to derive any other mathematical concepts, e.g., numbers and functions [13,14].

Rough set theory can be viewed as a specific implementation of Frege’s idea of vagueness, i.e., imprecision in this approach is expressed by a boundary region of a set, and not by a partial membership, like in fuzzy set theory. Rough set concept can be defined quite generally by means of topological operations, interior and closure, called approximations. The concept of rough set theory is based on the followings:

#### 3.2.1 Decision Tables

A decision table consists of two different attribute sets. One attribute set is designated to represent Conditions (C) and another set is to represent Decision (D). Therefore, each row of a decision table describes a decision rule, which indicates a particular decision to be taken if its corresponding condition is satisfied. If a set of decision rules has common condition but different decisions then all the decision rules belonging to this set are inconsistent decisions, otherwise; they are consistent.

#### 3.2.2 Dependency of Attributes

Similar to relational databases, dependencies between attributes may be discovered. If all the values of attributes from D are uniquely determined by values of attributes from C then D depends totally on C or C functionally determines D which is denoted by \(C \Rightarrow D\). If D depends on some of the attributes of C (i.e. not on all) then it is a partial dependency \(C \Rightarrow_k D\) and a degree of dependency \((k; 0 \leq k \leq 1)\) can be computed as \(k = \gamma(C, D)\), where \(\gamma(C, D)\) is the consistency factor of the decision table. \(\gamma(C, D)\) is defined as the ratio of the number of consistent decision rules to the total number of decision rules in the decision tables.

#### 3.2.3 Reduction of Attributes

Decision tables where feature vectors are the condition (C) and desired values for corresponding classes are the decisions (D) can also represent classification of feature vectors. Now the dimensionality reduction can simply be
considered as removal of some attributes from the decision table (actually some features from the feature vector) preserving its basic classification capability. If a decision table contains some redundant or superfluous data, then collect those redundant data and remove them.

The selected features using Rough set method are tabulated as follows

<table>
<thead>
<tr>
<th>TABLE 5</th>
<th>FEATURE SELECTED BY ROUGH SET METHOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Kurtosis</td>
</tr>
<tr>
<td>2</td>
<td>Std</td>
</tr>
<tr>
<td>3</td>
<td>Sum Average</td>
</tr>
<tr>
<td>4</td>
<td>Sum Variance</td>
</tr>
</tbody>
</table>

3.3 Proposed Hybrid Approach Algorithm:
1. N number of features is extracted by GLCM and Histogram texture features from the preprocessed Image
2. Apply roughest algorithm to select the optimal set containing n1 number of features where n1< N
3. Apply genetic algorithm to select the best subset containing n2 number of features where n2<N
4. Find the Union of n1 features and n2 features to form final n features
5. Use the n features where n<N for Classification.

FIGURE 2 PROPOSED APPROACH FOR FEATURE SELECTION

The above Figure 2 shows the feature selection by proposed approach. The following Table 6 gives feature selected by proposed approach.

<table>
<thead>
<tr>
<th>TABLE 6</th>
<th>FEATURE SELECTED BY PROPOSED APPROACH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Area</td>
</tr>
<tr>
<td>2</td>
<td>Centroid</td>
</tr>
<tr>
<td>3</td>
<td>Minor Axis Length</td>
</tr>
<tr>
<td>4</td>
<td>Autocorrelation</td>
</tr>
<tr>
<td>5</td>
<td>Sum Average</td>
</tr>
<tr>
<td>6</td>
<td>Sum Variance</td>
</tr>
<tr>
<td>7</td>
<td>Sum Entropy</td>
</tr>
<tr>
<td>8</td>
<td>Diff. Variance</td>
</tr>
<tr>
<td>9</td>
<td>Mean</td>
</tr>
<tr>
<td>10</td>
<td>Energy</td>
</tr>
<tr>
<td>11</td>
<td>std</td>
</tr>
<tr>
<td>12</td>
<td>Kurtosis</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL RESULTS

For the comparison of results of different feature reduction methods like rough set, GA and the proposed method has been used. Feature space is formed using the DICOM images. Totally forty features are extracted which forms the feature space. Using GA feature space reduced to eight features and by rough set method it is reduced to four features. The proposed method selects only twelve features. These features improve the class prediction.

The percentage of reduction by GA method is 80%. 75% of reduction is done by rough set method. The selected features are used for classification which reduces the classification time and improves the prediction accuracy. The proposed approach selects feature space of DICOM images which is reduced by 95%. The following Table 7 gives the results of the proposed method.

<table>
<thead>
<tr>
<th>TABLE 7</th>
<th>RESULTS OBTAINED BY PROPOSED METHOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA method</td>
<td>80%</td>
</tr>
<tr>
<td>Rough set Method</td>
<td>75%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>95%</td>
</tr>
</tbody>
</table>

This gives that the proposed approach is efficient for image analysis. It’s a better tool for doctors or radiologists to classify normal brain images and infected brain images.

V. CONCLUSION

The paper developed a hybrid technique with normal and infected DICOM images. The proposed approach gives results in extraction and selection for classifying the images that benefit the physician to make a final decision. The approach for feature extraction, feature reduction and feature selection of images based on Rough set and Genetic Algorithm (GA). A Gray Level Co-occurrence Matrix (GLCM) and Histogram based texture feature set is derived. The feature selection is done by Fuzzy Rough set and GA. These optimal features are used to classify the DICOM images into normal and infected.
The performance of the algorithm is evaluated on a series of DICOM datasets collected from medical laboratories. The method has been proved that it is easier and gives desirable results for future process.
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I. INTRODUCTION

Multimedia is one of the most important aspects of the information era. It can be defined as a computer based interactive communications process that incorporates text, graphics, animation, video and audio. Due to the rapid growth of multimedia communication, multimedia standards have received much attention during the last decade. Multimedia communications have been emerged as a major research and development area. In particular, computers in multimedia open a wide range of possibilities by combining different types of digital media such as text, graphics, audio, and video.

The growth of the Internet in the mid-1990’s motivated video communication over best-effort packet networks. Multimedia provides an environment in which the user can interact with the program.

There are two different playout methods allow covering of the (Audio/Video) A/V streaming requirements.

1. Streaming from File: Audio and video are encoded and stored in a file. The file is then scheduled for later broadcast and uploaded to the operator of the distribution network. At the scheduled broadcast time, the playout begins from the media file stored at the broadcaster’s location. This scheduling method is particularly useful, when a media event has been prerecorded some time before the broadcast is scheduled.

2. Live Event Streaming: is, as the name says, a vehicle for broadcasting streams covering live events. The broadcast is scheduled exactly as in the file propagation method. A video camera at the location of the event captures the event, and an encoder converts the video stream into an MPEG stream. At the time of the broadcast, this stream is accepted on a TCP/IP port at the broadcaster’s location (assuming that the system is IP based). The stream is then wrapped into subscription packages and replicated onto the broadcast stream. The advantage of this is that the content is not stored anywhere and is directly broadcast [1].

The motivation of this paper is to send video streaming over the network, and find the suitable protocol and also best codec in transmission.

The paper organization as the following: section related work is consider as a short description about the codecs types. Section video streaming implementation gives a description of platform and what is the measurement used in this implementation and display result figures. Section experimental results is summery the result and choose the best codec used over the suitable transmission protocols. Finally, the conclusion of this paper.

II. RELATED WORK

Noriaki Kamiyama [2] is proposed to stream high definition video over the internet. However, the transmission bit-rate is quite large, so generated traffic flows will cause link congestion. Therefore, when providing streaming services
of rich content such as videos with HDTV or UHDV quality, it is important to reduce the maximum link utilization. Tarek R. Sheltami [3] is presented a simulation to analysis the performance of wireless networks under video traffic by minimization power and other QoS requirements such as delay jitter. Yung-Sung Huang [4] is proposed video streaming from both video servers in hospitals and webcams localized to patients. All important medical data are transmitted over a 3G-wireless communication system to various client devices. Also, proposed a congestion control scheme for streaming process to reduce packet losses.

This paper concentrates on the transmission of video streaming over computer networks. This study is preformed on two different codecs H.264 and MPEG-2. Video streaming files are transmitted by using two different protocols HTTP and UDP. After making the real time implementation, the performance of transmission parameters over the computer network is measured. Practical results show that jitter time of MPEG-2 is less than H.264. So MPEG-2 protocol is better than H.264 over the UDP protocols. In contrast, jitter time of H.264 is less than MPEG-2 over HTTP protocol. So H.264 is better than MPEG-2 over the HTTP protocol. This is from the network performance view. However, from video quality view, MPEG-2 achieves the guidelines of QoS of video streaming.

III. RELATED VIDEO FORMAT

There are two standards bodies which are responsible to put the video coding standards, the International Standards Organization (ISO) and the International Telecommunications Union (ITU), have developed a series of standards that have shaped the development of the visual communications industry. The ISO JPEG, MPEG-1, MPEG-2, and MPEG-4 standards have perhaps had the biggest impact: JPEG has become one of the most widely used formats for still image storage and MPEG-2 forms the heart of digital television and DVD-video systems [5].

The ITU’s H.261 standard was originally developed for video conferencing over the ISDN, but H.261 and H.263 are now widely used for real-time video communications over a range of networks including the Internet. H.264 of ITU-T is known as International Standard video coding, it is the latest standard in a sequence of the video coding standards H.261 [6].

Each of the international standards takes a similar approach to meeting these goals. A video coding standard describes syntax for representing compressed video data and the procedure for decoding this data as well as (possibly) a 'reference' decoder and methods of proving conformance with the standard [1].

MPEG-1

The first standard produced by the Moving Picture Experts Group, popularly known as MPEG-1, was designed to provide video and audio compression for storage and playback on CD-ROMs. MPEG-1 aims to compress video and audio to a bit rate 1.4 Mbps with a quality that is comparable to VHS (Video home system) video tape. MPEG-1 is important for two reasons:

1. It gained widespread use in other video storage and transmission applications (including CD storage as part of interactive applications and video playback over the Internet)
2. Its functionality is used and extended in the popular MPEG-2 standard.

The MPEG-1 standard consists of three parts: Part 1: deals with system issues (including the multiplexing of coded video and audio). Part 2: deals with compressed video, video was developed with aim of supporting efficient coding of video for CD playback applications and achieving video quality comparable to, or better than, VHS videotape at CD bit rates (around 1.2Mbps for video). Part 3: deal with compressed audio.

MPEG-2

The next important entertainment application for coded video (after CD-ROM storage) was digital television. It has to efficiently support larger frame sizes (typically 720 x 576 or 720 x 480 pixels for ITU-R 601 resolution) and coding of interlaced video [5].

The MPEG-2 standard was designed to provide the capability for compressing, coding, and transmitting high-quality, multichannel multimedia signals over terrestrial broadcast, satellite distribution, and broadband networks [7]. MPEG-2 consists of three main sections: video, audio (based on MPEG-1 audio coding) and, systems (defining, in more detail, than MPEG-1 systems, multiplexing and transmission of the coded audio/visual stream).

MPEG-2 video is a superset of MPEG-1 video; most MPEG-1 video sequences should be decodable by an MPEG-2 decoder. There are 4 main enhancements added by the MPEG-2 standard are as follows: Efficient coding of television-quality video, support for coding of interlaced video, scalability, profiles and levels. Efficient coding of television-quality video: The most important application of MPEG-2 is broadcast digital television. The ‘Core’ functions of MPEG-2 are optimized for efficient coding of television resolutions at a bit rate of around 3-5 Mpbs.

Support for coding of interlaced video: MPEG-2 video has several features that support flexible coding of interlaced video. The two fields that make up a complete interlaced frame can be encoded as separate pictures (field pictures), each of which is coded as an I-, P- or B-picture. P- and B-field pictures may be predicted from a field in another frame or from the other field in the current frame. Alternatively, the two fields may be handled as a single picture (a frame picture) with the luminance samples in each macroblock of a frame picture arranged in one of two ways as figure1. Frame DCT coding is similar to the MPEG-1 structure, where each of the four luminance blocks contains alternate lines from both fields. With field DCT coding, the top two luminance blocks contain only
samples from the top field, and the bottom two luminance blocks contain samples from the bottom field.

In a field picture, the upper and lower 16 x 8 sample regions of a macroblock may be motion-compensated independently: hence each of the two regions has its own vector (or two vectors in the case of a B-picture). However, this 16 x 8 motion compensation mode can improve performance because a field picture has half the vertical resolution of a frame picture and so there are more likely to be significant differences in motion between the top and bottom halves of each macroblock.

Scalability: A scalable coded bit stream consists of a number of layers, a base layer and one or more enhancement layers. The base layer can be decoded to provide a recognizable video sequence that has a limited visual quality, and a higher-quality sequence may be produced try decoding the base layer plus enhancement layer(s), with each extra enhancement layer improving the quality of the decoded sequence. MPEG-2 video supports 4 scalable modes: spatial scalability, temporal scalability, SNR scalability, and data partitioning [5].

Profiles and levels: With MPEG 2, profiles specify the syntax (i.e., algorithms) and levels specify various parameters (resolution, frame rate, bit rate, etc.).

Levels: MPEG 2 supports four levels, which specify resolution, frame rate, coded bit rate, and so on for a given profile. 1. Low Level (LL) MPEG 1 Constrained Parameters Bitstream (CPB) supports up to 352 x 288 at up to 30 frames per second. Maximum bit rate is 4 Mbps. Main Level (ML): MPEG 2 Constrained Parameters Bitstream (CPB) supports up to 720 x 576 at up to 30 frames per second and is intended for SDTV applications. Maximum bit rate is 15–20 Mbps. High 1440 Level: This Level supports up to 1440 x 1088 at up to 60 frames per second and is intended for HDTV applications. Maximum bit rate is 60–80 Mbps. High Level (HL): High Level supports up to 1920 x 1088 at up to 60 frames per second and is intended for HDTV applications. Maximum bit rate is 80–100 Mbps.

Profiles: MPEG 2 supports six profiles, which specify which coding syntax (algorithms) is used.

1. Simple Profile (SP): Main profile without the B frames, intended for software applications and perhaps digital cable TV.
2. Main Profile (MP): Supported by most MPEG 2 decoder chips, it should satisfy 90% of the SDTV applications. Typical resolutions are shown in Table I [6].
3. Multiview Profile (MVP): By using existing MPEG 2 tools, it is possible to encode video from two cameras shooting the same scene with a small angle between them.
4. 4:2:2 Profile (422P): Previously known as "studio profile," this profile uses 4:2:2 YCbCr instead of 4:2:0, and with main level, increases the maximum bit rate up to 50 Mbps (300 Mbps with high level). It was added to support pro-video SDTV and HDTV requirements.
5. SNR and Spatial Profiles: Adds support for SNR scalability and/or spatial scalability.
6. High Profile (HP): Supported by MPEG 2 decoder chips targeted for HDTV applications. Typical resolutions are shown in Table I[7].

H.261

ITU-T H.261 was the first video compression and decompression standard developed for video conferencing. The video encoder provides a self-contained digital video bitstream which is multiplexed with other signals, such as control and audio. The video decoder performs the reverse process.

H.261 video data uses the 4:2:0 YCbCr format shown previously, with the primary specifications listed in Table II. The maximum picture rate may be restricted by having 0, 1, 2, or 3 non-transmitted pictures between transmitted ones. Two picture (or frame) types are supported: Intra or I Frame: A frame having no reference frame for prediction. Inter or P Frame: A frame based on a previous frame [5].

H.264

The new video coding standard Recommendation H.264 of ITU-T also known as International Standard 14496-10 or MPEG-4 part 10 Advanced Video Coding (AVC) of ISO/IEC. H.264/AVC was finalized in March 2003 and approved by the ITU-T in May 2003 [3].

H.264/AVC offers a significant improvement on coding efficiency compared to other compression standards such as MPEG-2. The functional blocks of H.264/AVC encoder and decoder are shown in Fig.2 and Fig.3 respectively.

In Fig.2 the sender might choose to preprocess the video using format conversion or enhancement techniques. Then the encoder encodes the video and represents the video as a bit stream.
After transmission of the bit stream over a communications network, the decoder decodes the video which gets displayed after an optional post-processing step which might include format conversion, filtering to suppress coding artifacts, error concealment, or video enhancement. The standard defines the syntax and semantics of the bitstream as well as the processing that the decoder needs to perform when decoding the bitstream into video, not define how encoding or other video pre-processing is performed thus enabling manufactures to compete with their encoders in areas like cost, coding efficiency, error resilience and error recovery, or hardware requirements. At the same time, the standardization of the bit stream and the decoder preserves the fundamental requirement for any communications standard—interoperability.

Table I. Example Levels and Resolutions for MPEG 2 Main Profile [6].

<table>
<thead>
<tr>
<th>Level</th>
<th>Maximum Bit Rate (Mbps)</th>
<th>Typical Resolutions</th>
<th>Refresh Rate2 (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>80 (300 for 4:2:2 profile)</td>
<td>1920*10801</td>
<td>23.97p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>24p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>25p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>29.97p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>50i</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>59.94i</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>60i</td>
</tr>
<tr>
<td>High</td>
<td>60</td>
<td>1440*720</td>
<td>23.97p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>24p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>25p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>29.97p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>50i</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>59.94p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>60i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1920*10801</td>
<td>50i</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>50i59.94i</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>59.9i</td>
</tr>
<tr>
<td>Main</td>
<td>15 (50 for 4:2:2 profile)</td>
<td>29.97p</td>
<td>352*576</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.97p</td>
<td>25p</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.97p</td>
<td>544*576</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.97p</td>
<td>25p</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.97p</td>
<td>704*576</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.97p</td>
<td>25p</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.97p</td>
<td>720*576</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.97p</td>
<td>25p</td>
</tr>
<tr>
<td></td>
<td></td>
<td>320*240</td>
<td>29.97p</td>
</tr>
<tr>
<td></td>
<td></td>
<td>352*240</td>
<td>29.97p</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>352*288</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>25p</td>
</tr>
<tr>
<td>Low</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: 1. The video coding system requires that the number of active scan lines be a multiple of 32 for interlaced pictures, and a multiple of 16 for progressive pictures. Thus, for the 1080-line interlaced format, the video encoder and decoder must actually use 1088 lines. The extra eight lines are “dummy” lines having no content, and designers choose dummy data that simplifies the implementation. The extra eight lines are always the last eight lines of the encoded image. These dummy lines do not carry useful information, but add little to the data required for transmission.

2. p = progressive; i = interlaced.

H.264/AVC consists of two conceptual layers (Fig.3). The video coding layer (VCL) defines the efficient representation of the video, and the network adaptation layer (NAL) converts the VCL representation into a format suitable for specific transport layers or storage media. For circuit-switched transport like H.320, H.324M or MPEG-2, the NAL delivers the coded video as an ordered stream of bytes containing start codes such that these transport layers and the decoder can robustly and simply identify the structure of the bit stream. For packet switched networks like RTP/IP or TCP/IP, the NAL delivers the coded video in packets without, these start codes.

Table II. H.261 YCbCr Parameters [7].

<table>
<thead>
<tr>
<th>Parameters</th>
<th>CIF</th>
<th>QCIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active resolution (Y)</td>
<td>352 × 288</td>
<td>176× 144</td>
</tr>
<tr>
<td>Frame refresh rate</td>
<td>29.97 Hz</td>
<td></td>
</tr>
<tr>
<td>YCbCr sampling structure</td>
<td>4:2:0</td>
<td></td>
</tr>
<tr>
<td>form of YCbCr coding</td>
<td>Uniformly quantized PCM, 8 bits per sample</td>
<td></td>
</tr>
</tbody>
</table>
IV. VIDEO STREAMING IMPLEMENTATION

In this paper discussed the implementation platform. There are two computers connected each other via switch as in fig.4. The link connected between computers and switch is 100 Mbps. One PC is used as video streamer and the other one is used as video player or as a video streaming receiver.

![Implementation Architecture](image)

Figure 4. Implementation architecture

The main idea from video streaming implementation is streaming video with different protocols and different codecs. Then the performance of Mansoura University Network will be measured by using the following parameters:

- **Delay time**
  \[ delay = d_{proc} + d_{queue} + d_{trans} + d_{prop} \]  
  \[ (1) \]
  *d*<sub>proc</sub> process delay, *d*<sub>queue</sub> queue delay, *d*<sub>trans</sub> transmission delay, and *d*<sub>prop</sub> propagation delay.

- **Jitter time**
  \[ jitter (i) = delay(i+1) – delay(i) \]  
  \[ (2) \]
  When Server receives *N* packets from client, *i* = 1 to *N*.

- **Overall bandwidth**
  \[ \text{Overall bandwidth} = \sum_{i=1}^{N} \frac{(P \text{ length} – P \text{ headers})}{J(i)} = S \]  
  \[ (3) \]

- **Average bandwidth**
  \[ \text{Average bandwidth} = \frac{1}{N} \sum_{i=1}^{N} \frac{(P \text{ length} – P \text{ headers})}{J(i)} = S \]  
  \[ (4) \]

- **Instance bandwidth**
  \[ \text{Instance bandwidth} = \frac{(P \text{ length} – P \text{ headers})}{J(i)} \]  
  \[ (5) \]
  *P*<sub>length</sub> packet length, *P*<sub>headers</sub> packet headers. *J*(i) jitter, *d*<sub>i</sub> delay time

From the previous equations 1,2,3,4, and 5 the following figures are the results. The results will be used to select the protocol and codec combination for getting the best performance of streaming.

In this experimental used QoS of streaming video traffic guidelines as the percent of packets loss should be no more than 5%, latency should be no more than 4 to 5 seconds, bandwidth requirements depend on the encoding format and rate of the video stream should be guaranteed [10].

The results of first case, first scenario HTTP protocol with H.264 codec, with videos frame size 320*240 and 640*480, 25 frames is shown in Fig. 5. The results of first case, second scenario HTTP protocol with MPEG-2 codec, with videos frame size 320*240 and 640*480, 25 frames is shown in Fig.6.

The results of second case, first scenario UDP protocol with H.264 codec, with videos frame size 320*240 and 640*480, 25 frames is shown in Fig.7.

The results of second case, first scenario UDP protocol with MPEG-2 codec, with videos frame size 320*240 and 640*480, 25 frames is shown in Fig.8.

The compassion between video before sending and video after receiving is in Tables III, IV respectively.
Figure 5. Network measurement parameters for H.264 over HTTP protocol. (a) overall bandwidth (b) average bandwidth (c) instance bandwidth (d) delay time (e) jitter time
Figure 6. Network measurement parameters for MPEG-2 over HTTP protocol
(a) overall bandwidth (b) average bandwidth (c) instance bandwidth (d) delay
time (e) jitter time
Figure 7. Network measurement parameters for H.264 over UDP protocol
(a) overall bandwidth (b) average bandwidth (c) instance bandwidth (d) delay time (e) jitter time

Figure 8. Network measurement parameters for MPEG-2 over UDP protocol
(a) overall bandwidth (b) average bandwidth (c) instance bandwidth (d) delay time (e) jitter time
V. SIMULATION RESULTS

The results show that The MPEG-2 is the best codec over UDP protocol, and H.264 is the best one over HTTP protocol. But in the view of video quality and calculate the loss of packets in each case.

MPEG-2 is better than H.264, because the percentage of packets loss is less than H.264 percentage. As described in tables V, VI.

QoS needs of Streaming-Video traffic, the following guidelines are recommended:
1. Loss should be no more than 5 percent.
2. Latency should be no more than 4 to 5 seconds (depending on the video application’s buffering capabilities).
3. There are no significant jitter requirements.
4. Guaranteed bandwidth requirements depend on the encoding format and rate of the video stream.

From the previous guidelines and Tables IV,V. The MPEG-2 achieved these guides, but H.264 not recommended all guides recommended.

IV. CONCLUSION

In this paper, the transmission of video streaming over the computer networks has been studied. This study was been performed on two different codecs H.264 and MPEG-2. Video streaming files have been transmitted by using two different protocols HTTP and UDP. The performance of transmission was been measured over Mansoura University computers network in real time. Practical results have shown that jitter time of MPEG-2 is less than H.264. So, MPEG-2 protocol is better than H.264 over the UDP protocols. In contrast, jitter time of H.264 is less than MPEG-2 over HTTP protocol. So, H.264 is better than MPEG-2 over the HTTP protocol. This is from the network performance view. However, from video quality view, MPEG-2 has achieved the guidelines of QoS of video streaming.
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Table III. Comparison between video frame size 320*240 with 25 frames before sending and after receiving

<table>
<thead>
<tr>
<th>Video size 320_240_25f send</th>
<th>Video size 320_240_25f received compressed HTTP and H.264</th>
<th>Video size 320_240_25f received compressed UDP and H.264</th>
<th>Video size 320_240_25f received compressed HTTP and MPEG-2</th>
<th>Video size 320_240_25f received compressed UDP and MPEG-2</th>
</tr>
</thead>
</table>
### Table IV. Comparison between video frame size 640*480 with 25 frames before sending and after receiving

<table>
<thead>
<tr>
<th>Video size 640_480_25f</th>
<th>Video size 640_480_25f</th>
<th>Video size 640_480_25f</th>
<th>Video size 640_480_25f</th>
</tr>
</thead>
<tbody>
<tr>
<td>send uncompressed</td>
<td>received compressed HTTP and H.264</td>
<td>received compressed UDP and H.264</td>
<td>received compressed HTTP and MPEG-2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>'640_480_25f_send.avi'</td>
<td>37329305</td>
<td>1500</td>
<td>25</td>
<td>640</td>
<td>480</td>
<td>'truecolor'</td>
<td>'none'</td>
<td>0</td>
<td>0</td>
<td>'PCM'</td>
<td>48000</td>
<td></td>
</tr>
<tr>
<td>'640_480_25f_http_h264.avi'</td>
<td>5672488</td>
<td>1392</td>
<td>21.2110</td>
<td>640</td>
<td>480</td>
<td>'truecolor'</td>
<td>'h264'</td>
<td>0.25</td>
<td>0</td>
<td>'PCM'</td>
<td>44100</td>
<td></td>
</tr>
<tr>
<td>'640_480_25f_udp_h264.avi'</td>
<td>5452408</td>
<td>1372</td>
<td>20.5570</td>
<td>640</td>
<td>480</td>
<td>'truecolor'</td>
<td>'h264'</td>
<td>0.25</td>
<td>0</td>
<td>'PCM'</td>
<td>44100</td>
<td></td>
</tr>
<tr>
<td>'640_480_25f_http_mpeg2.avi'</td>
<td>7069402</td>
<td>1469</td>
<td>27.7280</td>
<td>640</td>
<td>480</td>
<td>'truecolor'</td>
<td>'mpg'</td>
<td>0.25</td>
<td>0</td>
<td>'Format # 0x55'</td>
<td>44100</td>
<td></td>
</tr>
<tr>
<td>'640_480_25f_udp_mpeg2.avi'</td>
<td>7067402</td>
<td>1452</td>
<td>27.7280</td>
<td>640</td>
<td>480</td>
<td>'truecolor'</td>
<td>'mpg'</td>
<td>0.25</td>
<td>0</td>
<td>'Format # 0x55'</td>
<td>44100</td>
<td></td>
</tr>
</tbody>
</table>

### Table V. Jitter time comparison between H.264 and MPEG-2 over UDP and HTTP

<table>
<thead>
<tr>
<th>MPEG-2</th>
<th>H.264</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDP</td>
<td></td>
</tr>
<tr>
<td>Jitter is less than 0.2 second</td>
<td>Jitter is less than 0.25 second</td>
</tr>
<tr>
<td>Jitter is less than 0.14 second</td>
<td>Jitter is less than 0.25 second</td>
</tr>
<tr>
<td>Jitter is really less than 0.2 sec 0.3</td>
<td>Jitter is really less than 0.3 sec 0.4</td>
</tr>
<tr>
<td>Jitter is really less than 0.2 sec 1.4</td>
<td>Jitter is really less than 0.2 sec 1.4</td>
</tr>
<tr>
<td>HTTP</td>
<td></td>
</tr>
<tr>
<td>Jitter is less than 1 sec</td>
<td>Jitter is less than 0.8 sec</td>
</tr>
<tr>
<td>Jitter is less than 1 sec</td>
<td>Jitter is less than 0.8 sec</td>
</tr>
<tr>
<td>Jitter is really less than 1 sec 1.2</td>
<td>Jitter is really less than 1 sec 1.2</td>
</tr>
<tr>
<td>Jitter is really less than 1 sec 1.6</td>
<td>Jitter is really less than 1 sec 1.3</td>
</tr>
</tbody>
</table>

Jitter is less than 0.25 second
Jitter is really less than 0.3 sec 0.4
Jitter is really less than 0.2 sec 1.4
Jitter is less than 0.8 sec
Jitter is really less than 1 sec 1.2
Jitter is really less than 1 sec 1.6
Table VI. Packets loss percentage comparison between H.264 and MPEG-2 over UDP and HTTP

<table>
<thead>
<tr>
<th></th>
<th>Mpeg</th>
<th>H.264</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UDP</strong></td>
<td>Packets loss is : 1.6%</td>
<td>Packets loss is : 5.7%</td>
</tr>
<tr>
<td></td>
<td>Packets loss is : 2.5%</td>
<td>Packets loss is : 6.1%</td>
</tr>
<tr>
<td></td>
<td>Packets loss is : 3.2%</td>
<td>Packets loss is : 8.5%</td>
</tr>
<tr>
<td></td>
<td>Packets loss is : 4.7%</td>
<td>Packets loss is : 6.1%</td>
</tr>
<tr>
<td><strong>HTTP</strong></td>
<td>Packets loss is : 0.5%</td>
<td>Packets loss is : 6.6%</td>
</tr>
<tr>
<td></td>
<td>Packets loss is : 0.4%</td>
<td>Packets loss is : 5.7%</td>
</tr>
<tr>
<td></td>
<td>Packets loss is : 2.1%</td>
<td>Packets loss is : 7.2%</td>
</tr>
<tr>
<td></td>
<td>Packets loss is : 1.2%</td>
<td>Packets loss is : 5.9%</td>
</tr>
</tbody>
</table>
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Abstract—Fast detection of biological viruses in DNA sequence is very important for investigation of patients and overcome diseases. First, an intelligent algorithm to completely retrieve DNA sequence is presented. DNA codes that may be missed during the splitting process are retrieved by using Hopfield neural networks. Then, a new approach for fast detection of biological viruses like H1N1 and H1N5 in DNA sequence is presented. Such algorithm uses high speed time delay neural networks (HSTDNNs). The operation of these networks relies on performing cross correlation in the frequency domain between the input DNA sequence and the input weights of neural networks. It is proved mathematically and practically that the number of computation steps required for the presented HSTDNNs is less than that needed by conventional time delay neural networks (CTDNNs). Simulation results using MATLAB confirm the theoretical computations.
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I. INTRODUCTION

A virus is a tiny bundle of genetic material - either DNA or RNA - carried in a shell called a viral coat, or capsid, which is made up of protein. Some viruses have an additional layer around this coat called an envelope. When a virus particle enters a cell and begins to reproduce itself, this is called a viral infection. The virus is usually very, very small compared to the size of a living cell. The information carried in the virus's DNA allows it to take over the operation of the cell, converting it to a factory to make more copies of itself. For example, the polio virus can make over one million copies of itself inside a single, infected human intestinal cell [32-35].

All viruses only exist to make more viruses. With the possible exception of bacterial viruses, which can kill harmful bacteria, all viruses are considered harmful, because their reproduction causes the death of the cells which the viruses entered. If a virus contains DNA, it inserts its genetic material into the host cell's DNA. If the virus contains RNA, it must first turn its RNA into DNA using the host cell's machinery, before inserting it into the host DNA. Once it has taken over the cell, viral genes are then copied thousands of times, using the machinery the host cell would ordinarily use to reproduce its own DNA. Then the host cell is forced to encapsulate this viral DNA into new protein shells; the new viruses created are then released, destroying the cell [32-35].

All living things are susceptible to viral infections plants, animals, or bacteria can all be infected by a virus specific for that type of organism. Moreover, within an individual species there may be a hundred or more different viruses which can infect that species alone. There are viruses which infect only humans (for example, smallpox), viruses which infect humans and one or two additional kinds of animals (for example, influenza), viruses which infect only a certain kind of plant (for example, the tobacco mosaic virus), and some viruses which infect only a particular species of bacteria (for example, the bacteriophage which infects E. coli) [32-35].

Sometimes when a virus reproduces, mutations occur. The offspring that have been changed by the mutation may no longer be infectious. But a virus replicates itself thousands of times, so there will usually be some offspring that are still infectious, but sufficiently different from the parent virus so that vaccines no longer work to kill it. The influenza virus can do this, which is why flu vaccines for last year's flu don't work the next year. The common cold virus changes so quickly that vaccines are useless; the cold you have today will be a different strain than the cold you had last month! [31-34]

For efficient treatment of patients in real-time, it is important to detect biological viruses like H1N1 and H1N5. Recently, time delay neural networks have shown very good results in different areas such as automatic control, speech recognition, blind equalization of time-varying channel and other communication applications. The main objective of this research is to reduce the response time of time delay neural networks. The purpose is to perform the testing process in the frequency domain instead of the time domain. Our approach was successfully applied for fast detection of computer viruses as shown in [4]. Sub-image detection by using fast neural networks (FNNs) was proposed in [5,6]. Furthermore, it was used for fast face detection [7,10,12], and fast iris detection
FNNs for detecting a certain code in one dimensional serial stream of data were described in [1,2,3,4,8,14,15,20,23,27,28,29]. Compared with conventional neural networks, FNNs based on cross correlation between the tested data and the input weights of neural networks in the frequency domain showed a significant reduction in the number of computation steps required for certain data detection [1-29]. Here, we make use of the theory of FNNs implemented in the frequency domain to increase the speed of time delay neural networks for biological virus detection [2]. The idea of moving the testing process from the time domain to the frequency domain is applied to time delay neural networks. Theoretical and practical results show that the proposed HSTDNNs are faster than CTDNNs. Retrieval of missed DNA codes by using Hopfield neural networks is proposed in section II. Section III presents HSTDNNs for detecting of biological viruses in DNA sequence. Experimental results for fast biological virus detection by using HSTDNNs are given in section IV.

II. RETRIEVAL OF MISSED DNA CODES BY USING HOPFIELD NEURAL NETWORKS

One of the most important functions of our brain is the laying down and recall of memories. It is difficult to imagine how we could function without both short and long term memory. The absence of short term memory would render most tasks extremely difficult if not impossible - life would be punctuated by a series of one time images with no logical connection between them. Equally, the absence of any means of long term memory would ensure that we could not learn by past experience. Indeed, much of our impression of self depends on remembering our past history [36-40].

Our memories function in what is called an associative or content-addressable fashion. That is, a memory does not exist in some isolated fashion, located in a particular set of neurons. All memories are in some sense strings of memories - you remember someone in a variety of ways - by the color of their hair or eyes, the shape of their nose, their height, the sound of their voice, or perhaps by the smell of a favorite perfume. Thus memories are stored in association with one another. These different sensory units lie in completely separate parts of the brain, so it is clear that the memory of the person must be distributed throughout the brain in some fashion. Indeed, PET scans reveal that during memory recall there is a pattern of brain activity in many widely different parts of the brain [36-43].

Notice also that it is possible to access the full memory (all aspects of the person's description for example) by initially remembering just one or two of these characteristic features. We access the memory by its contents not by where it is stored in the neural pathways of the brain. This is very powerful; given even a poor photograph of that person we are quite good at reconstructing the persons face quite accurately. This is very different from a traditional computer where specific facts are located in specific places in computer memory. If only partial information is available about this location, the fact or memory cannot be recalled at all [35-42].

Theoretical physicists are an unusual lot, acting like gunslingers in the old West, anxious to prove themselves against a really good problem. And there aren't that many really good problems that might be solvable. As soon as Hopfield pointed out the connection between a new and important problem (network models of brain function) and an old and well-studied problem (the Ising model), many physicists rode into town, so to speak, with the intention of shooting the problem full of holes and then, the brain understood, riding off into the sunset looking for a newer, tougher problem. (Who was that masked physicist?).

Hopfield made the portentous comment: 'This case is isomorphic with an Ising model,' thereby allowing a deluge of physical theory (and physicists) to enter neural network modeling. This flood of new participants transformed the field. In 1974 Little and Shaw made a similar identification of neural network dynamics with the Ising model, but for whatever reason, their idea was not widely picked up at the time. Unfortunately, the problem of brain function turned out to be more difficult than expected, and it is still unsolved, although a number of interesting results about Hopfield nets were proved. At present, many of the traveling theoreticians have traveled on [38].

The Hopfield neural network is a simple artificial network which is able to store certain memories or patterns in a manner rather similar to the brain - the full pattern can be recovered if the network is presented with only partial information. Furthermore there is a degree of stability in the system - if just a few of the connections between nodes (neurons) are severed, the recalled memory is not too badly corrupted - the network can respond with a "best guess". Of course, a similar phenomenon is observed with the brain - during an average lifetime many neurons will die but we do not suffer a catastrophic loss of individual memories - our brains are quite robust in this respect (by the time we die we may have lost 20 percent of our original neurons) [44-57].

The nodes in the network are vast simplifications of real neurons - they can only exist in one of two possible "states" - firing or not firing. Every node is connected to every other node with some strength. At any instant of time a node will change its state (i.e start or stop firing) depending on the inputs it receives from the other nodes [44-57].

If we start the system off with a any general pattern of firing and non-firing nodes then this pattern will in general change with time. To see this think of starting the network with just one firing node. This will send a signal to all the other nodes via its connections so that a short time later some of these other nodes will fire. These new firing nodes will then excite others after a further short time interval and a whole cascade...
of different firing patterns will occur. One might imagine that the firing pattern of the network would change in a complicated perhaps random way with time. The crucial property of the Hopfield network which renders it useful for simulating memory recall is the following: we are guaranteed that the pattern will settle down after a long enough time to some fixed pattern. Certain nodes will be always "on" and others "off". Furthermore, it is possible to arrange that these stable firing patterns of the network correspond to the desired memories we wish to store [44-57].

The reason for this is somewhat technical but we can proceed by analogy. Imagine a ball rolling on some bumpy surface. We imagine the position of the ball at any instant to represent the activity of the nodes in the network. Memories will be represented by special patterns of node activity corresponding to wells in the surface. Thus, if the ball is set go, it will execute some complicated motion but we are certain that eventually it will end up in one of the wells of the surface. We can think of the height of the surface as representing the energy of the ball. We know that the ball will seek to minimize its energy by seeking out the lowest spots on the surface -- the wells. Furthermore, the well it ends up in will usually be the one it started off closest to. In the language of memory recall, if we start the network off with a pattern of firing which approximates one of the "stable firing patterns" (memories) it will "under its own steam" end up in the nearby well in the energy surface thereby recalling the original perfect memory. The smart thing about the Hopfield network is that there exists a rather simple way of setting up the connections between nodes in such a way that any desired set of patterns can be made "stable firing patterns". Thus any set of memories can be burned into the network at the beginning. Then if we kick the network off with any old set of node activity we are guaranteed that a "memory" will be recalled. Not too surprisingly, the memory that is recalled is the one which is "closest" to the starting pattern. In other words, we can give the network a corrupted image or memory and the network will "all by itself" try to reconstruct the perfect image. Of course, if the input image is sufficiently poor, it may recall the incorrect memory - the network can become "confused" - just like the human brain. We know that when we try to remember someone's telephone number we will sometimes produce the wrong one! Notice also that the network is reasonably robust - if we change a few connection strengths just a little the recalled images are "roughly right". We don't lose any of the images completely [44-57].

As with the Linear Associative Memory, the "stored patterns" are represented by the weights. To be effective, the patterns should be reasonably orthogonal. The basic Hopfield model can be described as follows [38]:

- N neurons, fully connected in a cyclic fashion:
- Values are +1, -1.
- Each neuron has a weighted input from all other neurons.
- The weight matrix w is symmetric (w_{ij} = w_{ji}) and diagonal terms (self-weights w_{ii} = 0).

- Activation function on each neuron i is:

\[ f(\text{net}) = \text{sgn}(\text{net}) = \begin{cases} \text{1} & \text{if net} > 0 \\ \text{-1} & \text{if net} < 0 \end{cases} \]  

(1)

where:

\[ \text{net}_i = \sum w_{ij} x_j \]  

(2)

- If net = 0, then the output is the same as before, by convention.
- There are no separate thresholds or biases. However, these could be represented by units that have all weights = 0 and thus never change their output.
- The energy function is defined as:

\[ E(y_1, y_2, ..., y_n) = -\sum \sum w_{ij} y_i y_j \]  

(3)

where \((y_1, y_2, ..., y_n)\) is outputs, \(w_{ij}\) is the weight neuron i, and the double sum is over i and j.

Different DNA patterns are stored in Hopfield neural network. In the testing process, the missed codes (if any) are retrieved.

III. FAST BIOLOGICAL VIRUS DETECTION BY USING HSTDNNs

Finding a biological virus like H1N1 or H1N5 in DNA sequence is a searching problem. First neural networks are trained to classify codes which contain viruses from others that do not and this is done in time domain. In biological virus detection phase, each position in the DNA sequence is tested for presence or absence of biological virus code. At each position in the input DNA one dimensional matrix, each sub-matrix is multiplied by a window of weights, which has the same size as the sub-matrix. The outputs of neurons in the hidden layer are multiplied by the weights of the output layer. When the final output is 0, this means that the sub-matrix under test contains H1N1. When the final output is 01 this means that H1N5 is detected. Otherwise, there is no virus. Thus, we may conclude that this searching problem is a cross-correlation between the incoming serial data and the weights of neurons in the hidden layer.

The convolution theorem in mathematical analysis says that a convolution of f with h is identical to the result of the following steps: let F and H be the results of the Fourier Transformation of f and h in the frequency domain. Multiply F and H* in the frequency domain point by point and then transform this product into the spatial domain via the inverse Fourier Transform. As a result, these cross correlations can be represented by a product in the frequency domain. Thus, by using cross correlation in the frequency domain, speed up in an order of magnitude can be achieved during the detection process [1-29]. Assume that the size of the biological virus code is 1xn. In biological virus detection phase, a sub matrix I of size 1xn (sliding window) is extracted from the tested matrix, which has a size of 1xN. Such sub matrix, which may be biological virus code, is fed to the neural network. Let W_i be the matrix of weights between the input sub-matrix and the
hidden layer. This vector has a size of 1xn and can be represented as 1xn matrix. The output of hidden neurons \( h(i) \) can be calculated as follows [1-7]:

\[
h_i = g \left( \sum_{k=-n/2}^{n/2} W_i(k) Z(u+k) + b_i \right)
\]

where \( g \) is the activation function and \( b(i) \) is the bias of each hidden neuron \( i \). Equation 4 represents the output of each hidden neuron for a particular sub-matrix \( I \). It can be obtained to the whole input matrix \( Z \) as follows [1-6]:

\[
h_i(u) = g \left( \sum_{k=-n/2}^{n/2} W_i(k) Z(u+k) + b_i \right)
\]

Eq.5 represents a cross correlation operation. Given any two functions \( f \) and \( d \), their cross correlation can be obtained by [31]:

\[
d(x) \otimes f(x) = \sum_{n=-\infty}^{\infty} f(x+n) d(n)
\]

Therefore, Eq. 5 may be written as follows [1-7]:

\[
h_i = g \left( W_i \otimes Z + b_i \right)
\]

where \( h_i \) is the output of the hidden neuron \( i \) and \( h_i(u) \) is the activity of the hidden unit \( i \) when the sliding window is located at position \( u \) and \( u \in [N-n+1] \).

Now, the above cross correlation can be expressed in terms of one dimensional Fast Fourier Transform as follows [1-7]:

\[
W_i \otimes Z = F^{-1} \left( F(Z) \cdot F^*(W_i) \right)
\]

Hence, by evaluating this cross correlation, a speed up ratio can be obtained comparable to conventional neural networks. Also, the final output of the neural network can be evaluated as follows:

\[
O(u) = g \left( \sum_{i=1}^{q} W_o(i) h_i(u) + b_o \right)
\]

where \( q \) is the number of neurons in the hidden layer. \( O(u) \) is the output 2D matrix (corresponding to two output neurons) of the neural network when the sliding window located at the position \( u \) in the input matrix \( Z \). \( W_o \) is the weight matrix between hidden and output layer.

IV. COMPLEXITY ANALYSIS OF HSTDNNS FOR BIOLOGICAL VIRUS DETECTION

The complexity of cross correlation in the frequency domain can be analyzed as follows:

1- For a tested matrix of 1xN elements, the 1D-FFT requires a number equal to Nlog_2N of complex computation steps [30]. Also, the same number of complex computation steps is required for computing the 1D-FFT of the weight matrix at each neuron in the hidden layer.

2- At each neuron in the hidden layer, the inverse 1D-FFT is computed. Therefore, \( q \) backward and \( (1+q) \) forward transforms have to be computed. Therefore, for a given matrix under test, the total number of operations required to compute the 1D-FFT is \((2q+1)N\log_2N \).

3- The number of computation steps required by HSTDNNs is complex and must be converted into a real version. It is known that, the one dimensional Fast Fourier Transform requires \((N/2)\log_2N\) complex multiplications and \(N\log_2N\) complex additions [30]. Every complex multiplication is realized by six real floating point operations and every complex addition is implemented by two real floating point operations. Therefore, the total number of computation steps required to obtain the 1D-FFT of a 1xN matrix is:

\[
\rho = 6((N/2)\log_2N) + 2(N\log_2N) \tag{10}
\]

which may be simplified to:

\[
\rho = 5N\log_2N \tag{11}
\]

4- Both the input and the weight matrices should be dot multiplied in the frequency domain. Thus, a number of complex computation steps equal to \( qN \) should be considered. This means \( qN \) real operations will be added to the number of computation steps required by HSTDNNs.

5- In order to perform cross correlation in the frequency domain, the weight matrix must be extended to have the same size as the input matrix. So, a number of zeros = \( (N-n) \) must be added to the weight matrix. This requires a total real number of computation steps = \( q(N-n) \) for all neurons. Moreover, after computing the FFT for the weight matrix, the conjugate of this matrix must be obtained. As a result, a real number of computation steps = \( qN \) should be added in order to obtain the conjugate of the weight matrix for all neurons. Also, a number of real computation steps equal to \( N \) is required to create butterflies complex numbers \( (e^{-j2\pi kn/N}) \), where \( 0<k<L \). These \( (N/2) \) complex numbers are multiplied by the elements of the input matrix or by previous complex numbers during the computation of FFT. To create a complex number requires two real floating point operations. Thus, the total number of computation steps required for HSTDNNs becomes:

\[
\sigma = (2q+1)(5N\log_2N)+6qN+q(N-n)+qN+N \tag{12}
\]

which can be reformulated as:

\[
\sigma = (2q+1)(5N\log_2N)+q(8N-n)+N \tag{13}
\]

6- Using sliding window of size 1xn for the same matrix of 1xN pixels, \( q(2n-1)(N-n+1) \) computation steps are required when using CTDNNs for viral detection or processing \( (n) \) input data. The theoretical speed up factor \( \eta \) can be evaluated as follows:

\[
\eta = \frac{q(2n-1)(N-n+1)}{(2q+1)(5N\log_2N)+q(8N-n)+N} \tag{14}
\]
CDTNNs and HSTDNNs are shown in Figures 1 and 2 respectively.

Time delay neural networks accept serial input data with fixed size (n). Therefore, the number of input neurons equals to (n). Instead of treating (n) inputs, the proposed new approach is to collect all the incoming data together in a long vector (for example 100xn). Then the input data is tested by time delay neural networks as a single pattern with length L (L=100xn). Such a test is performed in the frequency domain as described before.

The theoretical speed up ratio for searching short successive (n) code in a long input vector (L) using time delay neural networks is listed in tables I, II, and III. Also, the practical speed up ratio for manipulating matrices of different sizes (L) and different sized weight matrices (n) using a 2.7 GHz processor and MATLAB is shown in table IV.

An interesting point is that the memory capacity is reduced when using HSTDNN. This is because the number of variables is reduced compared with CDTNN.

V. CONCLUSION

To facilitate investigation of patients and overcome diseases, fast detection of biological viruses in DNA sequence has been presented. Missed DNA codes have been retrieved by using Hopfield neural networks. After that a new approach for fast detection of biological viruses like H1N1 and H1N5 in DNA sequence has been introduced. Such strategy has been realized by using our design for HSTDNNs. Theoretical computations have shown that HSTDNNs require fewer computation steps than conventional ones. This has been achieved by applying cross correlation in the frequency domain between the input data and the weights of neural networks. Simulation results have confirmed this proof by using MATLAB. The proposed algorithm can be applied to detect other biological viruses in DNA sequence perfectly.
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Figure 1. CTDNNs.
TABLE I: THE THEORETICAL SPEED UP RATIO FOR DETECTING H1N1 OR H1N5 (LENGTH OF BIOLOGICAL VIRUS CODE=400).

<table>
<thead>
<tr>
<th>Length of serial data</th>
<th>Number of computation steps required for CTDNNs</th>
<th>Number of computation steps required for HSTDNNs</th>
<th>Speed up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>2.3014e+008</td>
<td>4.2926e+007</td>
<td>5.3613</td>
</tr>
<tr>
<td>40000</td>
<td>0.9493e+009</td>
<td>1.9614e+008</td>
<td>4.8397</td>
</tr>
<tr>
<td>90000</td>
<td>2.1478e+009</td>
<td>4.7344e+008</td>
<td>4.5365</td>
</tr>
<tr>
<td>160000</td>
<td>3.8257e+009</td>
<td>8.8219e+008</td>
<td>4.3366</td>
</tr>
<tr>
<td>250000</td>
<td>5.9830e+009</td>
<td>1.4275e+009</td>
<td>4.1912</td>
</tr>
<tr>
<td>360000</td>
<td>8.6195e+009</td>
<td>2.1134e+009</td>
<td>4.0786</td>
</tr>
<tr>
<td>490000</td>
<td>1.1735e+010</td>
<td>2.9430e+009</td>
<td>3.9876</td>
</tr>
<tr>
<td>640000</td>
<td>1.5331e+010</td>
<td>3.9192e+009</td>
<td>3.9119</td>
</tr>
</tbody>
</table>

TABLE II: THE THEORETICAL SPEED UP RATIO FOR DETECTING H1N1 OR H1N5 (LENGTH OF BIOLOGICAL VIRUS CODE=625).

<table>
<thead>
<tr>
<th>Length of serial data</th>
<th>Number of computation steps required for CTDNNs</th>
<th>Number of computation steps required for HSTDNNs</th>
<th>Speed up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>3.5132e+008</td>
<td>4.2919e+007</td>
<td>8.1857</td>
</tr>
<tr>
<td>40000</td>
<td>1.4754e+009</td>
<td>1.9613e+008</td>
<td>7.5226</td>
</tr>
<tr>
<td>90000</td>
<td>3.3489e+009</td>
<td>4.7343e+008</td>
<td>7.0737</td>
</tr>
<tr>
<td>160000</td>
<td>0.5972e+010</td>
<td>8.8218e+008</td>
<td>6.7694</td>
</tr>
<tr>
<td>250000</td>
<td>0.9344e+010</td>
<td>1.4275e+009</td>
<td>6.5458</td>
</tr>
<tr>
<td>360000</td>
<td>1.3466e+010</td>
<td>2.1134e+009</td>
<td>6.3717</td>
</tr>
<tr>
<td>490000</td>
<td>1.8337e+010</td>
<td>2.9430e+009</td>
<td>6.2306</td>
</tr>
<tr>
<td>640000</td>
<td>2.3958e+010</td>
<td>3.9192e+009</td>
<td>6.1129</td>
</tr>
</tbody>
</table>
### TABLE III: The Theoretical Speed Up Ratio for Detecting H1N1 or H1N5 (Length of Biological Virus Code=900).

<table>
<thead>
<tr>
<th>Length of serial data</th>
<th>Number of computation steps required for CTDNNs</th>
<th>Number of computation steps required for HSTDNNs</th>
<th>Speed up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>4.9115e+008</td>
<td>4.2911e+007</td>
<td>11.4467</td>
</tr>
<tr>
<td>40000</td>
<td>2.1103e+009</td>
<td>1.9612e+008</td>
<td>10.7600</td>
</tr>
<tr>
<td>90000</td>
<td>4.8088e+009</td>
<td>4.7343e+008</td>
<td>10.1575</td>
</tr>
<tr>
<td>160000</td>
<td>0.8587e+010</td>
<td>8.8217e+008</td>
<td>9.7336</td>
</tr>
<tr>
<td>250000</td>
<td>1.3444e+010</td>
<td>1.4275e+009</td>
<td>9.4178</td>
</tr>
<tr>
<td>360000</td>
<td>1.9381e+010</td>
<td>2.1134e+009</td>
<td>9.1705</td>
</tr>
<tr>
<td>490000</td>
<td>2.6397e+010</td>
<td>2.9430e+009</td>
<td>8.9693</td>
</tr>
<tr>
<td>640000</td>
<td>3.4493e+010</td>
<td>3.9192e+009</td>
<td>8.8009</td>
</tr>
</tbody>
</table>

### TABLE IV: Practical Speed Up Ratio for Detecting H1N1 or H1N5.

<table>
<thead>
<tr>
<th>Length of serial data</th>
<th>Speed up ratio (n=400)</th>
<th>Speed up ratio (n=625)</th>
<th>Speed up ratio (n=900)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>8.94</td>
<td>12.97</td>
<td>17.61</td>
</tr>
<tr>
<td>40000</td>
<td>8.60</td>
<td>12.56</td>
<td>17.22</td>
</tr>
<tr>
<td>90000</td>
<td>8.33</td>
<td>12.28</td>
<td>16.80</td>
</tr>
<tr>
<td>160000</td>
<td>8.07</td>
<td>12.07</td>
<td>16.53</td>
</tr>
<tr>
<td>250000</td>
<td>7.95</td>
<td>17.92</td>
<td>16.30</td>
</tr>
<tr>
<td>360000</td>
<td>7.79</td>
<td>11.62</td>
<td>16.14</td>
</tr>
<tr>
<td>490000</td>
<td>7.64</td>
<td>11.44</td>
<td>16.00</td>
</tr>
<tr>
<td>640000</td>
<td>7.04</td>
<td>11.27</td>
<td>15.89</td>
</tr>
</tbody>
</table>
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Abstract— Computer aided identification of plants is an area of research that has gained more attention in recent years and is proving to be a very important tool in many areas including agriculture, forestry and pharmacological science. In addition, with the deterioration of environments, many of the rare plants have died out, and so, the investigation of plant recognition can contribute to environmental protection. A general process of a Computer Aided Plant Classification through Leaf Recognition (CAP-LR) contains four steps, namely, building the leaf database, preprocessing, feature extraction and classification. This paper focuses on the preprocessing step of CAP-LR. In this paper, an approach that simultaneously removes noise, adjusts contrast and enhances boundaries is presented. Experimental results prove that the proposed method is an improved version to the traditional enhancement algorithms.

Keywords: Contrast Adjustment; Discrete Wavelet Transform; Boundary Enhancement; Median filter.

I. INTRODUCTION

Plants are living organisms belonging to the vegetable kingdom that can live on land or in water. They are responsible for the presence of oxygen [1], which is vital for human beings. The ability to know or identify plants allows to assess many important rangeland and pasture variables that are crucial to proper management of plant life. To help botanists in this challenging venture, several researches (Man et al., 2008; Lee and Chen, 2006) are conducted to automatically classify a given input plant into a category. A general process of a Computer Aided Plant Classification through Leaf Recognition (CAP-LR) contains four steps [5],[6], namely (i) Acquisition of leaf images and creation of plant and leaf image database (ii) Preprocessing the acquired images (iii) Extract salient features and (iv) Cross examine these extracted features with the historical data to match the leaf with its associated plant. The plant that has the maximum match is the recognized plant.

Out of these four steps, this paper focuses on the preprocessing stage of CAP-LR. Preprocessing is the technique of enhancing a leaf image in such a way that it increases the efficiency of the subsequent tasks of the leaf recognition system. Leaf images are normally degraded by the presence of noise and low or high contrast both in edge area and image area. Preprocessing an image include removal of noise, edge or boundary enhancement, automatic edge detection, automatic contrast adjustment and segmentation.

For segmentation and classification processes [7, 8] CAP-LR is used. In this paper, an approach that simultaneously removes noise, adjusts contrast and enhances boundaries is presented.

II. PROPOSED METHODOLOGY

The proposed algorithm presented presents a novel amalgamation of the existing systems to increase the quality of the image. The method combines the use of CLAHE (Contrast Limited Adaptive Histogram Equalization) algorithm for enhancing the contrast of the input leaf image, Discrete Wavelet Transform (DWT) [2] to identify the edge and non-edge region of the image, edge enhancement using sigmoid function and noise removal using median filter. The various steps involved are shown in Figure 1.
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Figure 1. Enhancement Procedure

The algorithm begins by applying CLAHE to adjust the contrast of the leaf image. 01CLAHE (Wanga et al., 2004) is a special case of the histogram equalization technique (Gonzalez and Woods, 2007), which seeks to reduce the noise and edge-shadowing effect produced in homogeneous areas. The algorithm is given in Figure 2. In the experiments, NB was set to 64, CL was set to 0.01, tile size used was 8 x 8, and the histogram distribution is Bell-Shaped. The contrast adjusted image is then decomposed using 2D Haar wavelet transform to obtain LL, LH, HL and HH subbands. It is known that the LL subband has the average details of the image, while LH contains horizontal edge details, HL has vertical edge details and HH subband elements contain diagonal edge details. Thus the detailed coefficients are selected. The edge...
enhancement procedure starts by dividing the wavelet coefficients into 8 x 8 blocks. The image features mean, variance and correlation are calculated for each block to obtain the local information in terms of texture pattern. Figure 2 shows the CLAHE algorithm.

Input: Leaf Image, No. of bins (NB), Clip Limit (CL);  
Output: Contrast Adjusted Image

1. Divide input image into 'n' number of non-overlapping contextual regions (tile) of equal sizes (8 x 8 used in experiments).
2. For each region  
   a. Calculate histogram for each tile using NB  
   b. Clip the histogram such that its height does not exceed CL (Histogram Redistribution) (CL = 0.01 set in experiments).
   c. Use transformation function (Equation 1) to create a mapping for this region  

Combine neigh-bouring tiles using bilinear interpolation and modify gray scale values according to the modified histograms

Using this information the edges are categorized as strong and weak edges. The weak edges are then enhanced using a sigmoid function (Equation 1).

\[
y(x) = \frac{M}{1 + e^{-\left(\frac{x - m - \Delta x}{a}\right)}} + \Delta x
\]  

where M is 255, m = 128 (for 8 bit image), x is the edge pixel, \(-127 \leq x \leq +128\), parameter ‘a’ refers to the speed of the change around the center.

The next step is to remove the noise from detailed coefficients. For this purpose, a relaxed median filter is used. Traditional median filter is efficient in noise removal. However, the filter sometimes removes sharp corners and thin lines and destroys structural and spatial neighbourhood information. To solve this, this work uses a relaxed median filter (Hamsa et al., 1999). During experimentation, the lower limit was set to 3 and upper limit was set to 5 and the window size used as 3 x 3. After enhancing the edges and removing the noise, finally an inverse wavelet transformation is performed to obtain an enhanced leaf image.

III. EXPERIMENTAL RESULTS

The performance metrics used as Peak Signal to Noise Ratio (PSNR), Pratt’s Figure Of Merit (FOM) and enhancement speed. All the experiments were conducted in a Pentium IV machine with 2GB Memory and the proposed enhancement algorithm was developed using MATLAB 2009a. The proposed method was evaluated using several test images, three of which is shown as sample in Figure 3 (Leaf1-Leaf6). The manually corrupted images are also shown in Figure 3 (LeafN1-LeafN6)[3]. Fifty percent contrast was added with 10% uniform impulse noise. The results are compared with the traditional median filter and wavelet denoising filter [9]. To compute PSNR, the block first calculates the Mean-Squared Error (MSE) and then the PSNR (Equation 2).

\[
PSNR = 10 \log_{10} \left[ \frac{R^2}{MSE} \right]
\]

where MSE = \[\sum_{i=1}^{M*N} \left( I_1(n,m) - I_2(n,m) \right)^2 \]

and R(=255) is the maximum fluctuation in the input image data type, M and N, m and n in MSE equation are number of rows and columns in the input and output image respectively.

To compare edge preservation performances of different speckle reduction schemes, the Pratt’s figure of merit (Yu and Acton, 2002) is adopted and is defined by Equation (3).

\[
FOM = \frac{1}{\max(N, N_{ideal})} \left[ \sum_{i=1}^{N_{ideal}} \frac{1}{d_i^2 \alpha} \right]
\]

where \( \hat{N} \) and \( N_{ideal} \) are the number of detected and ideal edge pixels, respectively, \( d_i \) is the Euclidean distance between the \( i^{th} \) detected edge pixel and the nearest ideal edge pixel, and \( \alpha \) is a constant typically set to 1/9. FOM ranges between 0 and 1, with unity for ideal edge detection.

Enhancement time is the execution taken by the proposed algorithm to perform the enhancement operation on the noisy image and obtain the reconstructed image. The time is measured in seconds. All the experiments were conducted in a Pentium IV machine with 2GB Memory and the proposed enhancement algorithm was developed using MATLAB 2009a. The proposed method was evaluated using several test image, four of which is shown as sample in Figure 3. The manually corrupted images are shown in Figure 4. Fifty percent contrast was added with 10% uniform impulse noise. The results are compared with the traditional median filter and wavelet denoising filter.
The PSNR and Pratt’s Figure of Merit (FOM) values obtained are projected in Table 1. Figure 3 shows the original and corrupted images.

![Original and Corrupted Images](image)

<table>
<thead>
<tr>
<th>Filter Model</th>
<th>Leaf N1</th>
<th>Leaf N2</th>
<th>Leaf N3</th>
<th>Leaf N4</th>
<th>Leaf N5</th>
<th>Leaf N6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median</td>
<td>31</td>
<td>34</td>
<td>33</td>
<td>34</td>
<td>30</td>
<td>39</td>
</tr>
<tr>
<td>Wavelet</td>
<td>34</td>
<td>36</td>
<td>39</td>
<td>40</td>
<td>35</td>
<td>31</td>
</tr>
<tr>
<td>Proposed</td>
<td>42</td>
<td>46</td>
<td>44</td>
<td>45</td>
<td>41</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 1. PSNR

The table 1 & 2 shows the PSNR and FOM value for the different method.

<table>
<thead>
<tr>
<th>Filter Model</th>
<th>Leaf N1</th>
<th>Leaf N2</th>
<th>Leaf N3</th>
<th>Leaf N4</th>
<th>Leaf N5</th>
<th>Leaf N6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median</td>
<td>0.404</td>
<td>0.302</td>
<td>0.4212</td>
<td>0.3972</td>
<td>0.4120</td>
<td>0.4099</td>
</tr>
<tr>
<td>Wavelet</td>
<td>0.750</td>
<td>0.6058</td>
<td>0.7499</td>
<td>0.6841</td>
<td>0.7001</td>
<td>0.7200</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.790</td>
<td>0.7433</td>
<td>0.787</td>
<td>0.7902</td>
<td>0.7813</td>
<td>0.7653</td>
</tr>
</tbody>
</table>

Table 2. FOM

The high PSNR obtained gives the understanding that the visual quality of the denoised image is good. On average the median filter [11] produced an PSNR value of 32 dB, Wavelet produced 35.83dB and 43dB by proposed algorithm. This shows that the proposed method is an improved version of the traditional algorithms. Similarly, while considering the FOM, by the nearing value to unity achieved by the proposed model, it is clear that the proposed model is successful in removing maximum noise [12] from the corrupted image. To compare each filter’s performance with respect to FOM performance metric, the average value of the six images were calculated. The median filter based enhancement algorithm showed 0.38, wavelet showed 0.71 and proposed method showed 0.77 FOM. This shows that the proposed algorithm produces better FOM than all the other models indicating that the edge preserving capability is high.

![Enhancement Speed](image)

Figure 4. Enhancement Speed

The above figure shows the enhancement speed. While considering the execution time, the median filter was the quickest in enhancing the corrupted image, which was followed by wavelet. The proposed algorithm was the slowest of all the three algorithms. The reason might be because of the extra computations performed by the CLAHE algorithm. However, this difference is very small (0.05 and 0.01 seconds with median and wavelet filters respectively) and can be considered negligible. From the results, it is evident that the speed of the proposed denoising algorithms is faster and the PSNR value obtained is also high.

**IV CONCLUSION**

Leaf image enhancement is a vital preprocessing step in CAP-LR system. This paper introduced an automatic contrast adjustment, edge enhancement and noise removal algorithm. The algorithm used CLAHE, relaxed median filter and sigmoid function during the enhancement task. The experimental results shows that the proposed method shows significant improvement in terms of noise removed, edge preservation and speed [11]. In future, the impact of the enhancement algorithm on leaf recognition for plant identification [4] is to be studied. Further, methods to automatically calculate the value of NB and CL in CLAHE will also be considered.
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Abstract: The concept for a secret sharing is necessary to build a security system that saves and retrieves information to avoid its loss or theft, and increase the security infrastructure. Secret sharing schemes can be used for any way in which the access to an important resource has to be restricted. Consideration to the concept of secret must be taken into account the group of people selected to be the group authorized to build the concept of secret sharing, dividing this group into subsets where each subset can retrieve private confidence. This paper build scheme combine from Chinese reminder theorem and interpolation polynomials which depend on the tow famous thresholds secret sharing scheme, Mignotte’ Scheme, and Shamir scheme respectively in order to produce flexible and extensible frame work for secret sharing.

Keywords: secret sharing scheme, threshold secret sharing scheme, Shamir secret sharing, Mignotte secret sharing.

I. Introduction
The most important properties of secret sharing is that it is secret, to preserve the secret from being lost or stolen, as well as building a system that is not based on dictatorship (i.e. rely only on one person who owns a secret to access the information stored in the database). From this point, the need of a concept for a secret sharing is necessary to build a security system that saves and retrieves information to avoid its loss or theft, and increase the security infrastructure. So we have all the security status of access ways. To illustrate this, let us consider the banking system as a simple example where it is necessary to secure (save and store) customers’ information from the staff themselves. The problem is that allowing employees to access such information to make a modifications requires to know the secret, but in the same time that secret cannot be given to all staff in the bank. In addition, given the secret to the bank’s manager is not practical as his presence is not always necessary to grant the employees access at any moment needed. Even though the president’s presence always makes an effective and safe way to access information (because the occurrence of any urgent matter), the president may however loss the secret which will cause to a loss of an important information. To prevent information lost, it is necessary to think of a more secure access to information without relying only on a single person.

What is the concept of secret sharing? And how can we get this application secured? Many questions will be answered by this research paper.

Secret sharing schemes have been introduced by Blakley [1] and Shamir [2] independently as a solution for safeguarding cryptographic keys. Secret sharing schemes can be used for any way in which the access to an important resource has to be restricted. Consideration to the concept of secret must be taken into account the group of people selected to be the group authorized to build the concept of secret sharing, dividing this group into subsets where each subset can retrieve private confidence. In fact this is the definition of access structure. In this research the mathematically concept of access structure will be mention. In order to understand the secret sharing, Let us look at the secret, we can derive information; called shares or shadows; that are authorized to distribute to the group so that only a fixed number(t) of people (or more) may restore that secret. Less than satisfy number of people(t-1) should not be able to know anything about that secret, this way is called threshold secret sharing scheme.

Secret sharing has two algorithms, first is shares generation algorithm that distributes the shares of participants, and the second is reconstruction algorithm for secret.

The most important two schemes that depend on the threshold scheme (Shamir secret sharing scheme and Mignotte’s scheme). Shamir scheme generation algorithm is based on polynomials in order to distribute shares of participants, and reconstruction algorithm is based on polynomials interpolation. The Mignotte’s threshold secret sharing scheme is based on the Chinese reminder theorem both generation and construction algorithms with special properties of prim numbers in number theory. Through our understanding of these two schemes, we can present our approach is evident in this research. We will then see how our scheme can generate the shares in generation algorithm for all participants based on the Chinese reminder theorem in order to distribute the shares and recover the secret in reconstruction algorithm depends on the polynomials interpolation.

In the rest of this chapter we will mention the concept of Access structure and some of the basic theorem of Chinese reminder theorem. The second chapter it will be the
previous studies which is divided into two studies, the first study will be explained to a threshold Shamir secret sharing scheme. The second study will be an explanation of the Mignotte's threshold secret sharing scheme. In the third chapter we will offer a presentation to our scheme with illustration by an example of small artificially. In Chapter four it will be the conclusion for our scheme.

A. Access structure
Let \( X = \{1, 2, \ldots, n\} \) be the set of users. The access structure \( \Gamma \subseteq P(X) \) is the set of all qualified subsets. We give bounds on the amount of information (shares) for each participant. Then we apply this to construct computational schemes for general access structures. The size of shares each participant must have in our schemes is nearly minimal for \( \{1, 2, \ldots, n\} \) let us consider a set of groups \( \Gamma \subseteq P(X) \) The (authorized) Access structure of a secret sharing scheme is the set of all groups which are designed to reconstruct the secret. The elements of the access structure \( A \) will be referred to as the authorized groups/sets and the rest are called unauthorized groups/sets.

Saito, and Nishizaki have remarked [3] any access structure must satisfy the natural condition (i.e. that if a group can recover the secret, so can a larger group). Benaloh and Leichter [4] called such access structures monotone.

The unauthorized access structure \( \Gamma \) is well specified by the set of the maximal unauthorized groups.

In the secret sharing schemes the number of the participants in the reconstruction phase was important for recovering the secret. Such schemes have been referred to as “threshold secret sharing schemes.”

Definition 1: Let \( n \geq 2 \), \( 2 \leq k \leq n \) . The access structure \( \Gamma = \{A \in P(\{1, 2, \ldots, n\}) | |A| \geq k\} \) will be referred to as the \((k, n)\)-threshold access structure.

In case \( \Gamma = \{1, 2, \ldots, n\} \), an \( \Gamma \)-secret sharing scheme will be referred to as a unanimous consent secret sharing scheme of rank \( n \). In these schemes, the presence of all users is required in order to recover the secret. A unanimous consent secret sharing scheme of rank \( n \) is equivalent with an \((n, n)\)-threshold secret sharing scheme and, thus, any \((n, n)\)-threshold secret sharing scheme can be used in order to realize unanimous consent, for more details the reader have to read in [5], [6].

B. Chinese Remainder Theorem (CRT)
The Chinese Remainder Theorem gives solutions to systems of congruencies with relatively prime moduli. The solution to a system of congruence with relatively prime moduli may be produced using a formula, by computing modular inverses, or using an iterative procedure involving successive substitution.

The Chinese Remainder Theorem says that certain systems of simultaneous congruencies with different moduli have solutions. The idea embodied in the theorem was apparently known to Chinese mathematicians a long time ago — hence the name.

We will begin by collecting some useful lemmas without prove to help us understanding (CRT)[7].

Lemma 1. Let \( m \) and \( a_1, \ldots, a_n \) be positive integers. If \( m \) is relatively prime to each of \( a_1, \ldots, a_n \), then it is relatively prime to their product \( a_1 \cdots a_n \).

We call the greatest common divisor (a, b) of a and b is greatest in the sense that it is divisible by any common divisor of a and b. The next result is the analogous statement for least common multiples.

Lemma 2. Let \( m \) and \( a_1, \ldots, a_n \) be positive integers. If \( m \) is a multiple of each of \( a_1, \ldots, a_n \), then \( m \) is a multiple of \( a_1 \cdots a_n \).

Lemma 3. Let \( a_1, \ldots, a_n \) be positive integers. If \( a_1, \ldots, a_n \) are pairwise relatively prime (that is \( \gcd(a_i, a_j) = 1 \) for \( i \neq j \)), then \( a_1 \cdots a_n = a_1 \cdots a_n \).

Theorem 1. (The Chinese Remainder Theorem (CRT)): Suppose \( p_1, \ldots, p_n \) are pairwise relatively prime (that is, \( \gcd(p_i, p_j) = 1 \) for \( i \neq j \)). Then the system of congruence:

\[
\begin{align*}
x &\equiv a_1 \pmod{p_1} \\
x &\equiv a_2 \pmod{p_2} \\
&\vdots \\
x &\equiv a_n \pmod{p_n}
\end{align*}
\]

has a unique solution \( \mod{p_1 \cdots p_n} \).

II. Previous Study
The previous studies which is divided into two sections, the first section will be explained to a threshold Shamir secret sharing scheme[8] based on polynomials interpolation. The second section will be an explanation of the Mignotte's threshold secret sharing scheme based on (CRT)[9].

A. Threshold Shamir Secret Sharing Scheme
In this section, we first review Shamir’s threshold secret sharing scheme. Then we will mention some important definitions about Shamir secret sharing scheme. In Shamir’s (t; n) scheme based on Lagrange interpolating polynomial, there are n shareholders, \( P = \{ p_1, \ldots, p_n \} \), and a dealer D. The scheme consists of two algorithms:

generation Shares algorithm: dealer D first picks a polynomial \( f(x) \) of degree (t-1) randomly such that \( f(x) = a_0 + a_1x + \ldots + a_{t-1}x^{t-1} \), in which the secret \( s = a_0 \) and all coefficients \( a_0, a_1, \ldots, a_{t-1} \) are in a finite field \( \mathbb{F}_p \) with \( p \) elements, where \( s < p \), and D computes:
\[
 s_1 = f(1), \quad s_2 = f(2), \ldots, s_n = f(n)
\]
Then, D outputs a list of \( n \) shares, \( (s_1, s_2, \ldots, s_n) \), and distributes each share to corresponding shareholder privately.

Secret reconstruction algorithm: with any \( t \) shares, \( (s_{i_1}, s_{i_2}, \ldots, s_{i_t}) \) where \( A = \{ i_1, \ldots, i_t \} \subseteq \{ 1, 2, \ldots, n \} \).

We can reconstruct the secret \( s \) as follows:
\[
 s = f(0) = \sum_{i \in A} s_i \left( \prod_{j \in A - \{i\}} \frac{x_j}{x_j - x_i} \right)
\]

We note that the above scheme satisfies basic requirements of secret sharing scheme as follows:

1) with knowledge of any \( t \) or more than \( t \) shares, it can reconstruct the secret \( s \).
2) with knowledge of any fewer than \( t \) shares, it cannot reconstruct the secret \( s \).

Shamir’s scheme is information-theoretically secure since the scheme satisfies these two requirements without making any computational assumption. For more information on this scheme, readers can refer to the original paper [10].

Definition 2 (Information rate). Information rate of a secret sharing scheme is the ratio between the length, in bits, of the secret and the maximal length of shares distributed to shareholders. Let \( a \) be the number of bits of the secret and \( b = \max_{i \in \{1, \ldots, n\}} \{ b_i \} \) be the number of bits of maximal share. The information rate is defined as:
\[
 \rho = \frac{a}{b}
\]
The secret sharing scheme is ideal if \( \rho = 1 \).

Definition 3 (Perfect threshold secret sharing [11]). We say that a \((t, n)\) threshold secret sharing scheme is perfect if any \((t-1)\) or fewer than \((t-1)\) shareholders who work together with their corresponding shares cannot get any information, in the information-theoretic sense, about the secret.

Shamir’s secret sharing scheme is perfect. If we use entropy to describe this perfect secret property of threshold secret sharing scheme, Karnin et al. [12] have shown that in all perfect schemes, the length of share must be larger than or equal to the length of the secret \( s \). In other words, the information rate of all perfect schemes is no more than 1.

B. Mignotte’s Threshold Secret Sharing Scheme
Mignotte’s Scheme is the most important threshold secret sharing schemes based on the Chinese remainder theorem.

In [13] uses special sequences of integers, referred to as Mignotte sequences.

Definition 4. Let \( n \) be an integer, \( n \geq 2 \), and \( 2 \leq k \leq n \). An \((k, n)\)-Mignotte sequence is a sequence of pairwise coprime positive integers \( p_1 < p_2 < \cdots < p_n \) such that
\[
 \prod_{i=1}^{k-2} p_{i+j} < \prod_{i=1}^{k} p_i.
\]

Given a publicly known \((k, n)\)-Mignotte sequence, the scheme works as follows:

1. The secret \( S \) is chosen as a random integer such that \( \beta < S < \alpha \), where \( \alpha = \prod_{i=1}^{k} p_i \) and \( \beta = \prod_{i=0}^{k-2} p_{i+j} \);
2. The shares \( I_j \) are chosen as \( I_j = S \mod p_j \) for all \( 1 \leq i \leq n \);
3. Given \( k \) distinct shares \( I_{i_1}, \ldots, I_{i_k} \), the secret \( S \) is recovered using the standard Chinese remainder theorem, as the unique solution modulo \( P_{i_1} \cdot \cdots \cdot P_{i_k} \) of the system:
\[
 x \equiv I_{i_1} \mod P_{i_1} \\
 \vdots \equiv I_{i_k} \mod P_{i_k}
\]

Indeed, the secret \( S \) is an integer solution of the above system by the choice of the shadows. Moreover, \( S \) lies in \( \mathbb{Z}_{P_{i_1} \cdots P_{i_k}} \), because \( S < \alpha \). On the other hand, having only \( k-1 \) distinct shares \( I_{i_1}, \ldots, I_{i_k} \), we obtain only that \( S \equiv x_0 \mod P_{i_1} \cdots P_{i_k} \), where \( x_0 \) the unique solution.
In order to assure a level of security, \((k, n)\)-Mignotte sequences with a large factor must be chosen. Iftene in [14] extended the \((k, n)\)-Mignotte to be generalized \((k, n)\)-Mignotte, in other word we can apply this scheme not only on coprime numbers, he extended for any positive integer numbers.

III. Secret Sharing Scheme based on (CRT) and polynomials interpolation

Let \( P = \{p_1, \ldots, p_n\} \) be a set of pairwise prime numbers and let \( \{a_1, \ldots, a_n\} \) be a set of integers such that the system of congruence of Chinese reminder theorem given by:

\[
x \equiv a_1 \mod p_1 \\
x \equiv a_2 \mod p_2 \\
\vdots \\
x \equiv a_n \mod p_n
\]

This is system of equations has a unique solution in \( \mathbb{Z}_{p_1 \cdots p_n} \). This is mean there exist one and only one solution such that this solution bounded \((x < \prod_{j=1}^{n} p_j)\).

Now, there exist such integers \( \{q_1, \ldots, q_n\} \) corresponding to \( \{p_1, \ldots, p_n\} \) and \( \{a_1, \ldots, a_n\} \), respectively, where:

\[
(x - a_1) = p_1 q_1 \\
(x - a_2) = p_2 q_2 \\
\vdots \\
(x - a_n) = p_n q_n
\]

Where \( p_i q_i \) secret for all \( i = 1 \) to \( n \).

We can construct as equation of degree \((n)\) from up system as with \((n)\) of solutions one and only one of these solutions \( x \in \mathbb{Z}_{p_1 \cdots p_n} \) the form of this equation as:

\[
(x - a_1)(x - a_2) \cdots (x - a_n) = (p_1 p_2 \cdots p_n)(q_1 q_2 \cdots q_n).
\]

Imply the equation of degree \((n)\) as:

\[
\chi^{n-1} + C_1 \chi^{n-2} + \cdots + C_{n-1} \chi + C_n\]

Where the sign \((\pm)\) for the coefficients \( C_m \) take as follow:

\[
C_m = \begin{cases} 
+ C_m & \text{if } n \text{ is odd } \land m \text{ is even} \\
- C_m & \text{if } n \text{ is even } \land m \text{ is odd}
\end{cases}
\]

And \( C_1, C_2, \ldots, C_n \) take values as follow:

Now we will construct our scheme as follow:
Before start construct the algorithms for scheme we have to define some sets important to understand our scheme.
Let \( N = \{1, 2, \ldots, n\} \) a set of users and let \( P = \{p_1, \ldots, p_n\} \) a set of pairwise prime number defined in up, and we define \( B \) as the set of all sets of size \((k)\), the number of primes in the set.

\[
B = \left\{ \{p_i, \ldots, p_k\} \mid \forall \{A, B\} \in \{p_i, \ldots, p_k\}, \forall i \in A \land \forall j \in B \right\}, \forall i \in N, 2 \leq k \leq n
\]

This is mean \( |B| = \binom{n}{k} = \frac{n!}{k!(n-k)!} \).

We will define the secret space \( X \) as:

\[
X = \left\{ x / x \text{ integer } \land \forall A \in B / (x < \min \left\{ \prod_{p_i \in A} p_i \right\} \right\}
\]

We also define the set \( C \subseteq B \) is the set of all sets satisfy the condition in the secret space \( X \) as:

\[
C = \left\{ A / (x < \prod_{p_i \in A} p_i), A \in B \right\}
\]

For the secret chosen \( x \) from the secret space \( X \).

Now the generation shares algorithm: work as follow:
any users \( i \in N \) has a set of possible shares

\[
\left\{ \left( a_i, \prod_{p_j \in A} p_j q_j \right) / \forall A \in B \right\}, q_i \text{ corresponding for } a_i, p_i \text{ respectively, such that } x \equiv a_i \mod p_i \land \forall i = 1, \ldots, n
\]

We see for any integer prime \( p_j \) may be belong for some difference sets \( A \in B \), this mean \( \forall i \in N \) users has some shares depend of the position of \( p_j \in A \) and \( \forall A \in B \). Then we have to construct the share space \( S \) such as:
\[ S = \left\{ (a_i, p_i, q_i) / \left( \forall i \in N \right) \land \left( \forall p_i \in A \right) \land \left( \forall A \in B \right) \right\} \]

\[ |S| = n \times |S_i| \]

where \( |S_i| \) the number of shares for user \( i \)

Define as follow:

\[ S_i = \left\{ (a_i, p_i, q_i) / \left( \forall p_i \in A \right) \land \left( \forall A \in B \right) \right\} \quad \forall i \in N \]

\[ |S_i| = k \times (n-k) \]

\( \forall S_i \) the number of shares for every user.

It is important to construct Access structure \( \Gamma \) such as:

\[ \Gamma = \{ \forall D \subseteq \{1, \ldots, B\}, \forall j \neq D(p_i \land p_j) \in A, A \in B \Rightarrow \prod_{p_i \in A} p_i q_i = \prod_{p_j \in A} p_j q_j \} \]

The integer \( k \) the same integer which we defined in the set \( B \) in up definition, and called the threshold \( k \), and such this Access structure \( \Gamma \) called \((k,n)\) - Threshold Access structure, and the scheme called \((k,n)\) - threshold secret sharing scheme.

The reconstruct algorithm: any distinguish \( k \) of users can construct the secret \( x \) by applying the equation (*) using their shares and find the solution \( x \), in equation which construct from (1).

We illustrate the scheme in below example.

Example : (with artificially small parameters).

Let \( N = \{1, 2, 3\} \) set of users and let \( P = \{5, 3, 7\} \)

Then \( n = 3 \).

let \( k = 2 \), then The set \( B = \{(5,3), (5,7), (3,7)\} \)

\[ |B| = \frac{n!}{k!(n-k)!} = 3 \]

The secret space \( X = \{ x / x < \min\{15, 35, 21\} \} \)

\[ X = \{ x / x < 15 \} \]

Now let the dealer chose the secret \( x = 10 \) then he can construct the system of Chinese reminder theorem in order to find \( \{a_1, a_2, a_3\} \) and \( \{q_1, q_2, q_3\} \) as follow :

\[ x \equiv 0 \mod 5 \]
\[ x \equiv 1 \mod 3 \]
\[ x \equiv 3 \mod 7 \]

Imply :

\[ a_1 = 0 \quad p_i = 5 \]
\[ a_2 = 1 \quad p_2 = 3 \]
\[ a_3 = 3 \quad p_3 = 7 \]

Then the corresponding \( \{q_1, q_2, q_3\} \) for \( \{a_1, a_2, a_3\} \) and \( \{p_1, p_2, p_3\} \), respectively, is it will be as follow:

\[ q_1 = 2 \]
\[ q_2 = 3 \]
\[ q_3 = 1 \]

Now the dealer construct the share space \( S \) as follow:

\[ S = \{(0,90), (0,70), (1,90), (1,63), (3,70), (3,63)\} \]

\[ |S| = n \times |S_i| = 6 \]

The form of shares as point \( (a_i, y_j) \) \( \forall i \in N \), \( j = 1 \) to \( S \).

The dealer distribute the shares for users \( N = \{1, 2, 3\} \) as follow:

\[ S_1 = \{(0,90), (0,70)\} \quad |S_1| = k \times (n-k) = 2 \]
\[ S_2 = \{(1,90), (1,63)\} \quad |S_2| = k \times (n-k) = 2 \]
\[ S_3 = \{(3,70), (3,63)\} \quad |S_3| = k \times (n-k) = 2 \]

For users \( \{1, 2, 3\} \), respectively.

Any tow users can reconstruct the secret \( x \) by pooling their share when the y-axis of their points equal from difference users

(i.e. reconstruct secret \( x \) if and only if \( (a_i \neq a_j) \land (y_i = y_j) \))

Let consider \( \{1, 3\} \) users then they have 2 shares with same \( y_i = y_j \)

The shares from \( \{1, 3\} \) can reconstruct the secret \( x \) applying the equation (1) by their shares \( \{(0,70), (3,70)\} \)

Then the users build the equation of degree (2) as what we define in previous:

\[ (x - 0)(x - 3) = 70 \]
\[ x^2 - x = 70 \]
\[ x^2 - 3x - 70 = 0 \]

The solutions for this equation are:

\[ x = 10 \quad \text{and} \quad x = -7 \]

Then the secret it will be a unique solution in \( Z_{15} \) then \( x = 10 \).
In this scheme each user has \( k \times (n - k) \) shares, the group shares for the same user can't reconstruct the secret alone. He can use one share with different other users with difference their shares to reconstruct the secret. In addition we can in future study develop this scheme to use it in many features of secret sharing (i.e. for example we can release compartments Access structures, or we can use it for verifiable secret sharing scheme, etc.). The security of this scheme depend of the hard of factorization problem, so the chosen large number of shares make the scheme more secure.

IV. Conclusion

The main idea of this paper in order to build scheme combine from Chinese reminder theorem and interpolation polynomials which depend on the tow famous thresholds secret sharing scheme, Mignotte’ Scheme, and Shamir scheme respectively. obviously it is secure as long as the hard of factorization problem. So it is computational-secure scheme, for this reason we want in future study for this scheme be more secure.
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Abstract - Globalisation and Information Communication Technology have both exposed people to perverted foreign cultures with associated criminal tendencies. Consequently, there has been an increase in the perpetration of crimes in most communities especially in the developing nation like Nigeria. The Nigerian Police has made cogent effort in checking the upsurge of crimes, without significant success. Perhaps, one of the factors responsible for the failure is that the police have not integrated members of the community in their war against crimes or an effective tool has not been employed in reaching members of the community. People have reservations for the Nigerian police on account of three reasons, namely: a) perceived rise in crime/inability of the police to cope with the demand for protection by the citizens, (b) poor perceptions about the ability of the criminal justice system to respond to the needs of the victims of crime and (c) inadequacies of the formal police service. This paper discusses how community policing can be enhanced using virtual community. It describes the modus operandi of existing community policing approach in Nigeria, the associated problems and the changes information technology can make. As part of this research we will review relevant literature on existing virtual communities and we will develop a virtual community model for effective community policing. The paper concludes that community policing can better be enhanced using a virtual community model (VCM).
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I. INTRODUCTION

The high rate of crime in urban and rural communities call for a review of our approach to crimes fighting and its prevention. Some of the frequently reported crimes are kidnapping, robbery, murder, terrorism, tribal feud to mention but a few. The survey conducted by Centre for Law Enforcement Education in Nigeria (CLEEN)[1] on crime rates revealed that Murder crime increased from 1629 to 2133 in the year 1994 to 2003. These crimes are perpetrated by members of the community. Some of the factors responsible for the failure of the police in this regard may be lack of understanding between members of the community and the police. A situation where a communication barrier exists between the police and the community residents aggravates the situation. An un-enlightened rural man sees the police as threat to the peace of their land. Their conception is that the police have come to intrude into their privacy or have come to usurp the power of the community head[3]. Consequently, they meet the police with different unwelcome treatment. A community having such wrong impression needs to be enlightened and adequately oriented on the role of the police in combating crime and the need for their support in making the community peaceful.

A. Community Policing Concepts

Community Policing can be defined as a philosophy of or an approach to policing which recognizes the interdependence and shared responsibility of the police and the community in ensuring a safe and secure environment for all the people of the country. Community Policing aims to establish an active and equal partnership between the police and the public through which crime and community safety issues can jointly be determined and solutions designed and implemented. Community policing seeks to achieve the following objectives:

- **Service orientation:** The safety of the community is prioritized. The community is seen as the client and the service need of the client is given proper attention. The service orientation is client-centered.

- **Partnership:** The police see the community as partners in the battle against crime. Consequently, the community needs and policing priorities are determined through consultation with the community.

- **Problem solving:** This relates to the joint identification and analysis of the actual and potential causes of crime and conflict within communities. This analysis guides the development of measures to
address such problems over the short-, medium- and long-term.

- **Empowerment**: This refers to the creation of a sense of joint responsibility and a joint capacity for addressing crime, service delivery and safety and security amongst members of the community and The Police Service personnel.

- **Accountability**: Accountability will be realized by creating mechanisms through which the Police can be made answerable for addressing the needs and concerns of the communities they serve.

II THE EXISTING SYSTEM (THE NIGERIA POLICE FORCE)

- **Legal framework for The Nigeria Police Force**
  The Nigeria Police Force is constitutionally empowered to provide security for lives and property of Nigerians. This vital security apparatus derives its existence from Section 214 (1) of the 1999 Constitution which stipulates that "there shall be a Police Force for Nigeria, which shall be known as the Nigeria Police Force, and subject to the provisions of this section, no other police force shall be established for the Federation or any part thereof" (The Constitution of Federal Republic of Nigeria. 1999)[9].

  Furthermore, Section 4 of the Police Act, 1990 outlines the general duties of the Police as follows: "The police shall be employed for the prevention and detection of crime, the apprehension of offenders, the preservation of law and order, the protection of life and property, and the due enforcement of all laws and regulations with which they are directly charged and shall perform such military duties within or outside Nigeria as may be required of them, by or under the authority of this or any other Act." That these duties of ensuring order, safety and security are important to the making of a good society is not in doubt.

  Section 14 (2) (b) of the 1999 Constitution, stipulates that: "The police shall be employed for the prevention and detection of crime, the apprehension of offenders, the preservation of law and order, the protection of life and property, and the due enforcement of all laws and regulations with which they are directly charged and shall perform such military duties within or outside Nigeria as may be required of them, by or under the authority of this or any other Act."

- **Why People Lost Trust In Traditional Police Structures**
  Literature on policing has revealed several reasons why people shun reporting of criminal activities and civil complaints to patronize police authorities; they however resort to informal policing structures. The reasons advanced for not reporting their cases to police include: (a) perceived rise in crime/inability of the police to cope with the demand for protection by the citizens, (b) poor perceptions about the ability of the criminal justice system to respond to the needs of the victims of crime and (c) inadequacies of the formal police service.

  Added to the above reasons is the perceived failure of the state to provide citizens with the protection they require[8]. Of the three reasons found in previous studies, the strongest appears to be rise in crime and perceived inadequacies of the police in the provision of safety and security to the citizens, especially the poor.

  Jemibewon (2001)[4] also opines that lack of confidence in the police structures appears to be a crucial reason found in the literature on why citizens embrace informal policing structures. The public shun the formal police structure because of community’s grievances against the police, these perceived grievances include: corruption, incompetence, brutalisation of citizens and institutional failure.

  Furthermore, Del Buono (2003)[2] lends credence to the view above that the police along with the military are among the three most repressive institutions in human society. The police are "largely inactive" in their policing roles, but are active when it comes to harassment of members of the public.

**Community Policing Effort in Nigeria Police Force**

The concept of community policing in the Nigeria Police Force surfaced when some police officers were sent to England to understudy community policing as practised in the UK. Consequently, in 2004, it was officially launched in six pilot states (i.e. Benue, Enugu, Jigawa, Kano, Ondo and Ogun). In 2008, in line with the president’s declaration of 7-point agenda, the then Inspector General of Police introduced Community Policing as both the strategy and philosophy of the entire NPF.

Some of the existing instrument of community policing in Nigeria Police force are:

- **Police/Community Relations Committees (PCRCs)** (PCRCs) is an ongoing committee setup by the Nigeria Police Force. It works to bring together members of a locality’s diverse communities and its police officers to improve
community and police relations, further an authentic community policing culture, and promote dignity, understanding, and respect in police and community interaction.

The PCRC has been established in some part of the country to achieve the aforementioned objective. For instance Community Safety Partnerships have been introduced in two Divisions in Lagos and FCT. The senior representatives involved — from Local Government, police, the communities and many other key agencies have made a commitment to work together in the future to gain a full understanding of the local safety issues that affect their communities and work in a partnership to resolve them.

- **Establishment of Community Safety and Security Forums**

  Community Safety and Security Forum is one of the recent efforts by the police to promote community/police relationship with the primary objective of collectively fighting crime. The police holds periodic meeting with the community. The local government should be encouraged to play a key role in such structure either as convener or host. The local councils’ halls have always served as venue for all kinds of community meetings and could serve as the venue and secretariat for the forum. The importance of taking the hosting or organisation of the forum away from the police is to encourage partnership in crime prevention rather than paternalism, where the community members are treated as mere informants. Participants in such a forum should include representatives all stakeholders in crime prevention in the community including women, non-indigenes and (Informal Police) IPS.

  However, this meeting has not been consistent. It is only conveyed when there is emergency situation as observed in the cases of Niger-Delta unrest and the Boko Haram in Bornu State.

- **Impediments to The Success of Community Policing In Nigeria**

  The following factors constituted impediments to the successful implementation of community policing in Nigeria.
  - Internal resistance by policemen who benefited from the traditional policing and who prefer to maintain the status quo;
  - Lack of commitment to the project by implementing officers;
  - Lack of support from members of the public;
  - Inadequate support from the government;
  - The hostile relationship between the police and the informal policing machinery
  - Poor welfare package/incentives for policemen.

- **Public Attitudes towards Crime and Justice**

  III The Police Virtual Community Model

  A community is a geographically circumscribed entity (neighborhoods, villages, etc) while A virtual community is defined as an aggregation of individuals or business partners who interact around a shared interest, where the interaction is at least partially supported and/or mediated by technology and guided by some protocols or norms[6]. Virtual communities can be dedicated to a specific topic, or they can seek to bring people with similar philosophies together. Either way, communication is digitally based, information is shared and membership is optional. Virtual communities, of course, are usually dispersed geographically, and therefore are not communities under the original definition of community. A virtual community is expected to possess the following characteristics [7]:
  - It is organised around affinities or shared interests.
  - It supports many to many media communication.
  - The communication is graphics based supporting multimedia content(e.g. graphics, animations, video, sounds, formatted text, sound)
  - No geographic boundary or physical contact.
Users include Community members, Mass Media, Government Agencies, Non Governmental Organisations etc.

The aforementioned features of virtual community pose greater benefits for community policing. A successful community policing requires constant interaction between the police and members of the community. It may be difficult at times to have regular physical interaction with these members at all time. It is on this note that Virtual Community model is required to bridge the communication gap between the police and members of the community.

The proposed virtual community is a web based model that will facilitate interaction between the police and members of the community. Its primary objective is to provide a platform for the police to interact with members of the public on issues of common interest such as security and safety. This interaction is intended to facilitate the fulfilment of the objective of community policing.

Three issues are central to the design of the police virtual community. These are:

i) The Virtual Work Place Environments
ii) The Services
iii) The communication tools

A. The Virtual Work Place Environment

The virtual work place environment describes the entities that constitute community members, how they are represented in the police virtual community and the access status of each. The community members’ categories include:

- The Police
- Inter-security agency
- Other government agencies
- Business
- Community
- Mass Media
- CSOs/NGOs
- Foreign security agencies
- Foreign governments

The understanding is that each member can communicate with police on issue of common interest or any other issues.

However, a member must apply for membership through the virtual community before he becomes a member. The police are at the centre of the communication. All members, send their messages to the police via the virtual community. The police can initiate discussion with members. Likewise members are at liberty to start a discussion with the police.

However, provision for members to interact with one another is discouraged. The reason for this is to protect the identity of members and also protect the information supplied by members. The system is said to be centralised.

The representative of the police has administrators right. He approves members registration, coordinates discussion, store relevant information in the database and can de-member a member if situation warrants.

B. Services

It can be observed from figure one the types of interaction that can take place between the police and the community members. These are:

- **Registration**: This is required of every member before he is admitted as a member. The ideal is that if a member applies for registration, he supplies all personal details as requested by the police. The police can then use their security network to investigate the member before approval is given for membership. The diagram below describes the registration procedures.
Communication: This can be inform of a discussion with the police on issues requiring urgent attention. An example is reporting a crime case, or reporting security threat in an area. The police can as well send security alert message to members of the community. Part of communication is for the police to render an account of their stewardship to the public. This will build the public’s confidence in the police.

- Meetings: The police can organise a meeting with the virtual presence of other members of the community. The meeting agenda may problem solving issues. They can also organise a seminar on empowerment.
- Training: The police can organise training on security tips. They can sensitise members of the public on a newly enacted law so that the public can be aware.
- Opinion Polls: Polls can be conducted online on issues of common security interest. The results of such polls will aid the police decision making system.

C. The Tools

Various communications tools could be used in facilitating interaction between the police and the public. The available tools are:

- Email: The Virtual environment must have provision for members to communicate through electronic mail using members virtual identity as email address. Mails can be sent even when the other member is not available online. The mail will go into its mail box and he can access it when he is available.
- Chat: Members can engage in real time conversation through text or voice charting

There should be a central webpage which will contain the police mission statements, important information for the public, a report of police success in various communities.

Irrespective of the communication tools available, the following are recommended for successful interaction:

- The virtual environment should support members in their decision to communicate
- It should allow users to choose among a range of communication types
- It should provide the necessary tools to initiate communication as if users are in the real world
- It should support user requirements such as use of gestures during communication mediated within the virtual world.

IV Recommendations for The Success of The Police Virtual Community.

- The Nigerian government should improve on the present infrastructural facilities such as the provision of electricity supply and communication facilities.
- Computer literacy and proficiency should be promoted among the populace.
- Computers and its accessories should be affordable
- The virtual community must be in operation round the clock i.e. 24hours in a day and seven days in a week.
- The police officer in charge of the virtual community must constantly monitor the web sites and actively participate in the citizen/police interaction
- Continous solicitation of new members will keep the site fresh and productive

IV Benefits of Virtual Community

Interaction with the police through virtual means as observed in the role of virtual communities offers a better option in crime reporting and community policing. It has some inherited benefits or advantages as highlighted below:

1. Increase community access to law enforcement information and services to the community. It can facilitate police-community dialogue, increasing transparency and enabling accurate and timely
1. Information sharing that can inform police response strategies and save lives.
2. Reduce barriers to information sharing within and among law enforcement agencies across regions and across disciplines. That makes it easier to achieve multi-jurisdictional and multi-disciplinary coordinated responses to emergencies.
3. Enhance problem-solving efforts through the collection of timely and accurate data fed through robust information systems.
4. Enable standardization and access of local, state, tribal, and federal data collection and data-sharing protocols and information systems, which in turn, can enable the analysis and production of actionable intelligence.
5. Enable organizational efficiencies that inform deployment strategies, improve response times, and create opportunities for community policing activities.
6. Improve recruitment strategies and training availability, through online recruitment portals and training opportunities.

V. Conclusion

Reaping our society off crime and security hazard is a desirable factor. Consequently, justifying the need for an effective tool in Enhancing Community Policing. There might be some long term reduction in crime rates if the police were able to establish better relation with the public and increase public trust in them so that more crimes were reported. Virtual Community policing offers an effective way to have regular and constant interaction with the community members. It could also be a forum for moulding people’s opinion on sensitive security and governmental issues.

The creation of a special unit of whatever designation to monitor and analysis the community interaction with the police will fit that overall aim. Such departmentalization/specialization need not be the subject of legislative but administrative action.

Additionally, the government need to provide infrastructure in various communities. At least infrastructure that will facilitate communication.
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Abstract—In this paper, we propose a new median-based switching filter, called Iterative Selective & Progressive Switching Median Filter (ISPSM), where both the noise density and threshold value are calculated dynamically from noisy input image by the noise detector, also noise detection window size is iteratively detected by noise detector. Simulation result shows that our method is significantly better than a number of existing techniques including Progressive Switching Median Filter (PSMF) in terms of image restoration and noise detection.
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I. INTRODUCTION

Images are often corrupted by salt & pepper noise due to transmission errors, malfunctioning pixel elements in the camera sensors, faulty memory locations & timing errors in analog-to-digital conversion [1]. Median Filter one of the most popular filtering method has been established as a reliable method to remove noise without damaging edge details [2-4] with high computational efficiency. Several median filtering methods have been proposed for removal of salt & pepper noise densities [5-8]. The weighted median filter & center weighted median filter give more importance to current pixel preserving good image details, but offered less noise suppression when the center weighted pixel itself is corrupted [9-12]. Recently, switching schema has been studied for removal of salt & pepper noise in images [13-14]. This schema detects the noise whether the current image is corrupted by salt & pepper noise at each pixel. Then, filtering is activated for the pixels which are detected as noisy pixels, while good pixels are kept unchanged. As a switching scheme, Progressive Switching Median Filter (PSMF) [13] was proposed for removal of salt & pepper noise. In the methods of PSM filter, both the noise detector and noise filter are applied progressively. The noise detector detects a salt & pepper noise and outputs a binary flag image. The binary flag image denotes whether pixels are corrupted or not. According to a binary flag image, the filter processes to only those noisy pixels using neighborhood good pixels. Since the process of filtering according to the binary flag image, the PSM filter performs satisfactory in removing salt & pepper noise.

In this paper, we present a new median-based switching filter called Iterative Selective & Progressive Switching Median Filter (ISPSMF), where both the noise density (R), threshold value (T_D) are calculated dynamically from noisy input image by the noise detector, also noise detection window size (W_D) is iteratively detected by the noise detector, where the existing PSM filtering method manually select the value of R, T_D and W_D. In switching section of Fig. 1, if no noises are available in the image then output is the uncorrupted image and for detected noises the Iterative Noise Filter (INF) is selected. For further removal of noises (the remaining noises of the output of the INF portion), the Selective Median Filter (SMF) are applied finally. For the minimum noise filter
window size \((W_i \times W_i)\), there may remains minimum number of noises. For that we add a Selective Median Filter (SMF), which select the noisy pixel (whose values are not 0) from the previous output of Iterative Noise Filter (INF) and replace this pixel by the neighborhood value of that’s pixel.

II. THE DESIGN OF THE FILTER ISPSM

The principle of the filter ISPSM: The principle of identifying noisy pixels & processing only noisy pixels has been effective in image degradation. The limitation of the PSFM filter is that defining a robust decision measure is difficult because the decision is usually based on a predefined threshold value \([13]\).

A. Iterative Noise Detection

A noise free image should be locally smoothly varying, and is separated by edges \([4]\). In the \(n^{th}\) iteration \((n = 1, 2 \ldots)\), for each pixel \(x_i^{(n-1)}\), we first find the median value of the samples \(W_D \times W_D\) (where \(W_D\) is an odd integer not smaller than 3 for better result) window centered about it. The noise density \(R\) respect to input image \(X\) is given by,

\[
R = \frac{\text{sum of the pixel of } X}{\text{Size}(X, 1) \times \text{Size}(X, 2)}
\]  

(1)

The value of noise density \((R)\) is calculated with respect to the input image. Where,

If \(R \leq 0.25\) then set the noise detection window size \(W_D = 3\).

Else \(W_D = 5\). Here, \(W_D = 3\) is more suitable for low noise ratio & \(W_D = 5\) is better for high noise ratio\([5]\). Figure 2 with a cross point at about \(R = 20\%\). The threshold value \((T_D)\) according to noise density \((R)\) is given by,

\[
T_D = a + (b \times R)
\]  

(2)

The Effects of \(T_D\) with respect to MSE are shown in Figure 3. According to experiment results, we choose \(a & b\) as 65, & -50, respectively. Where it appears that the best \(T_D\) is decreasing with the increase of \(R\)[13]. Two image sequences are generated during the noise detection procedure. The first is a sequence of gray scale images, \(\{x_0^{(0)}\}, \{x_0^{(1)}\}, \ldots \ldots \{x_0^{(a)}\}, \ldots \ldots \), where the initial image \(x_0^{(0)}\) is the noisy image to be detected. The second is a binary flag image sequence, \(\{f_0^{(0)}\}, \{f_0^{(1)}\}, \ldots \ldots \{f_0^{(a)}\}, \ldots \ldots \), where the binary value \(f_i^{(a)}\) is used to indicate whether the pixel \(ij\) is detected as a noisy pixel, i.e., \(f_i^{(a)} = 0\) means the pixel \(ij\) is good & \(f_i^{(a)} = 1\) means it has been found to be a noisy pixel.

Before the first iteration, we assume that all the image pixels are good, i.e.,

\[
f_i^{(0)} = 0
\]

The Progressive Switching Median Filter (PSMF) \([8]\) where the Eq.[\(1-4\)] was introduced, but by performing some modification get best result. First median value of neighborhood pixels \(m_i^{(a-1)}\) is obtained using,

\[
\Omega_{ij}^W = \{(i,j)| i - (W-1)/2 \leq j \leq i+(W-1)/2, \quad i - (W-1)/2 \leq j \leq i+(W-1)/2\}
\]  

(3)

Then we get,

\[
m_i^{(a-1)} = \text{Med}\{x_j^{(a-1)}| (j, j) \in \Omega_{ij}^W\}
\]  

(4)

Where \(\Omega_{ij}^W\) represent the set of the pixels within a \(W_D \times W_D\) Window centered about \(ij\). And then the difference between \(m_i^{(a-1)}\) & \(x_i^{(a-1)}\) provide binary flag image \(f_i^{(a)}\), which is detected as a salt & pepper noise given by,

\[
f_i^{(a)} = \begin{cases} 
 f_i^{(a)} & \text{if } |x_i^{(a-1)} - m_i^{(a-1)}| < T_D \\
 1, & \text{else} 
\end{cases}
\]  

(5)

Where \(T_D\) is calculated threshold value. Once a pixel \(ij\) is detected as a salt & pepper noise, the value of \(x_i^{(a)}\) is subsequently modified

\[
x_i^{(a)} = \begin{cases} 
 m_i^{(a-1)} & \text{if } f_i^{(a)} \neq f_i^{(a-1)} \\
 x_i^{(a-1)}, & \text{else } f_i^{(a)} = f_i^{(a-1)}
\end{cases}
\]  

(6)

When the noise detection procedure is stopped after the noise detection iteration number, \(N_D\) iteration, two output images \(\{x_i^{(N_D)}\}\) & \(\{f_i^{(N_D)}\}\) are obtained, but only \(\{f_i^{(N_D)}\}\) is useful for our noise filtering algorithm.

B. Iterative Noise Filtering

This procedure generates a gray scale image sequence, \(\{y_i^{(0)}\}, \{y_i^{(1)}\}, \ldots \ldots \{y_i^{(a)}\}, \ldots \ldots \), is the noisy image to be filtered & a binary flag image sequence, \(\{g_i^{(0)}\}, \{g_i^{(1)}\}, \ldots \ldots \{g_i^{(a)}\}, \ldots \ldots \). Where the value \(g_i^{(0)} = 0\) means the pixel \(ij\) is good & \(g_i^{(a)} = 1\) means it is a salt & pepper noise.
that should be filtered. The difference between the Iterative Noise Detection & Iterative Noise Filtering (INF) procedure is that the initial flag image \( g_{ij}^{(0)} \) of the Iterative Noise Filter (INF) procedure is not a blank image. In this method at the \( n \)th iteration (\( n = 1, 2, ... \)), for each pixel \( y_{ij}^{(n-1)} \), Firstly we find its median value \( m_{ij}^{(n-1)} \) of a \( W_i \times W_j \) (\( W_i \) is an filtering window size. Also an odd integer not smaller than 3) window centered about it. Then switch the noise filter. Let \( M \) denote the number of all the pixels with \( g_{ij}^{(n-1)} = 0 \) in the \( W_i \times W_j \) window.

If \( M \) is odd, then

\[
m_{ij}^{(n-1)} = \text{Med}\{ y_{ij}^{(n-1)} \mid g_{ij}^{(n-1)} = 0, ij \in \Omega^{Wr}_i \}
\]

where \( \Omega^{Wr}_i \) reflect the set of the pixels within a \( W \times W \) window centered about \( ij \). Where,

If \( M \) is even but not 0, then

\[
m_{ij}^{(n-1)} = (\text{Med}_L \{ y_{ij}^{(n-1)} \mid g_{ij}^{(n-1)} = 0, ij \in \Omega^{Wr}_i \}) + (\text{Med}_R \{ y_{ij}^{(n-1)} \mid g_{ij}^{(n-1)} = 0, ij \in \Omega^{Wr}_i \}) / 2
\]

where \( \text{Med}_L \) & \( \text{Med}_R \) denote the left ((\( M/2 \)) largest) & right ((\( M/2+1 \)) largest) median values respectively which means neighborhood pixel.

If \( M \) is greater than 0 (salt & pepper noise noisy pixel), then value \( y_{ij}^{(n)} \) is modified

\[
y_{ij}^{(n)} = \begin{cases} m_{ij}^{(n-1)}, & \text{if } g_{ij}^{(n)} = 0; M > 0, \\ y_{ij}^{(n-1)}, & \text{else.} \end{cases}
\]

Once a noisy pixel is modified, it is considered as a good pixel in the subsequent iterations

\[
g_{ij}^{(n)} = \begin{cases} y_{ij}^{(n)}, & \text{if } y_{ij}^{(n)} = y_{ij}^{(n-1)}, \\ m_{ij}^{(n-1)}, & \text{if } y_{ij}^{(n)} = m_{ij}^{(n-1)}. \end{cases}
\]

The procedure stops after the \( N_p \)th iteration when all the noisy pixels have been modified, i.e.,

\[
\sum_{ij} g_{ij}^{N_p} = 0
\]

But there have least salt & pepper noise shown in Fig. 6, then apply selective median filter, reduce least noise & get Restored output image \( \{ g_{ij} \} \) of size \( N \times M \).

### III. PROPOSE (ISPSM FILTER) ALGORITHM

Step 1: Takes the pixels of the input image \( (X_{ij}) \).

Step 2: Define the noise density (\( R \)) respect to input image \( (X_{ij}) \) given by,

\[
R = \frac{\text{sum of the pixel of } X}{(\text{Size}(X, 1) \ast \text{size}(X, 2))}
\]

Step 3: If \( R \leq 0.25 \) then set the salt & pepper noise detection window size \( (W_D) = 3 \) Else \( W_D = 5 \).

Step 4: Define the threshold value \( (T_D) \) according to \( R \).

Step 5: Detect the noise respect to noise detection window size \( (W_D) \) & detection iteration number \( N_D \) (not smaller than 3 for best restoration). Also define binary flag image \( f_{ij} \), Where \( f_{ij} \) is define 0(zero) before first iteration.

Step 6: In iterative noise filtering (INF), respect to \( n \)th iteration (\( n = 1, 2, ... \)), for each pixel \( y_{ij}^{(n-1)} \). Where, \( y_{ij}^{(0)} \) is the gray scale image sequence. Define a binary flag image \( \{ g_{ij}^{(n)} \} \) the value \( g_{ij}^{(n)} = 0 \) means the pixel \( (i,j) \) is good.

Step 7: Perform Selective Median filtering (SMF) that select the noisy pixel, \( g_{ij}^{(n)} \) (whose values are not 0) and replace this value by the neighborhood value of the previous output, \( y_{ij}^{(n-1)} \) of iterative noise filter.

### IV. EXPERIMENTAL RESULTS

The performance of the proposed method has been evaluated by the simulations. \( T_D \) and \( R \) are calculated dynamically from the noisy input image.

The performance of noise detection of restoration is quantitatively measured by Mean Square Error (MSE)

\[
MSE = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (r_{ij} - x_{ij})^2
\]

The Peak Signal to Noise Ratio (PSNR)

\[
PSNR = 10 \log 10(255^2 / MSE)
\]

Where \( r_{ij} \) is the original image & \( x_{ij} \) is the restored image. The performance of the proposed method is compared with MED, CWM, PSM filters. Figure 4. & Table 1 Shows that our proposed filter reduce more noise which are applied on Bridge image. That is the PSNR of the proposed method is better than the others mentioned methods. Our proposed method is applied on lena and pepper image. Figure 5 also visually shows that its performance is better than other mentioned methods. After applying PSM method more noises are available and than our proposed method also remove them which are shown in Fig. 6, where salt & pepper noise = 0.02 for (a), (b) and salt & pepper noise = 0.31 for (c), (d).
TABLE I. COMPARATIVE RESULTS OF NOISE FILTERS IN PSNR (dB) WITH SALT & PEPPER NOISE = 0.31.

<table>
<thead>
<tr>
<th>Filter Name</th>
<th>MED</th>
<th>CWM</th>
<th>PSM</th>
<th>ISPSM (proposed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pepper</td>
<td>24.134</td>
<td>27.881</td>
<td>29.384</td>
<td>30.631</td>
</tr>
<tr>
<td>Lena</td>
<td>23.310</td>
<td>26.991</td>
<td>28.092</td>
<td>30.039</td>
</tr>
</tbody>
</table>

Figure 2. Effects of $W_D$ respect to MSE.

Figure 3. Effects of $T_D$ with respect to MSE for various $R$.

Figure 4. A comparison of different median-based filters for the restoration of corrupted image “bridge” under a large number of noise ratio.
Figure 5. Visual representations of the test image with Salt & pepper noise = 0.31: (a) original image, (b) noisy image, (c) MED, (d) CWM, (e) PSM, (f) ISPSM (proposed).
V. CONCLUSIONS

We have proposed a new median base filter that can identify more noisy pixels, also outperforms a number of existing methods (MED, CWM, PSM, ISPSM) both visually and quantitatively.
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I. INTRODUCTION

The Internet is a global system of interconnected computer networks that use the standard Internet Protocol Suite (TCP/IP) to serve billions of users worldwide [1]. The Internet, sometimes called simply "the Net," is a worldwide system of computer networks - a network of networks in which users at any one computer can, if they have permission, get information from any other computer (and sometimes talk directly to users at other computers). It was conceived by the Advanced Research Projects Agency (ARPA) of the U.S. government in 1969 and was first known as the ARPANet. The original aim was to create a network that would allow users of a research computer at one university to be able to "talk to" research computers at other universities. A side benefit of ARPANet's design was that, because messages could be routed or rerouted in more than one direction, the network could continue to function even if parts of it were destroyed in the event of a military attack or other disaster [2]. The security disciplines of computer networks are classified into three main classes: Detection, prevention, and protection [16]. The detection methods are in charge of detecting any intrusion in networks. Prevention methods aim to deploy secure policies for underlying network(s) and finally the protection methods try to exert manager’s views for protecting the networks.

II. INTERNET ATTACK METHODS

Without security measures and controls in place, our data might be subjected to an attack. Some attacks are passive, meaning information is monitored; others are active, meaning the information is altered with intent to corrupt or destroy the data or the network itself. In this section we seek the overview on the methods that are used by hackers to attack in the networks. These methods explain in below subsections [17].

A. Eavesdropping

In general, the majority of network communications occur in an unsecured or "cleartext" format, which allows an attacker who has gained access to data paths in your network to "listen in" or interpret (read) the traffic. When an attacker is eavesdropping on your communications, it is referred to as sniffing or snooping. The ability of an eavesdropper to monitor the network is generally the biggest security problem that administrators face in an enterprise. Without strong encryption services that are based on cryptography, your data can be read by others as it traverses the network.

B. Data Modification

After an attacker has read your data, the next logical step is to alter it. An attacker can modify the data in the packet without the knowledge of the sender or receiver. Even if you do not require confidentiality for all communications, you do not want any of your messages to be modified in transit. For example, if you are exchanging purchase requisitions, you do not want the items, amounts, or billing information to be modified.

C. Identity Spoofing (IP Address Spoofing)

Most networks and operating systems use the IP address of a computer to identify a valid entity. In certain cases, it is possible for an IP address to be falsely assumed— identity spoofing. An attacker might also use special programs to construct IP packets that appear to originate from valid addresses inside the corporate intranet.
After gaining access to the network with a valid IP address, the attacker can modify, reroute, or delete your data. The attacker can also conduct other types of attacks, as described in the following sections.

D. Password-Based Attacks

A common denominator of most operating system and network security plans is password-based access control. This means your access rights to a computer and network resources are determined by who you are, that is, your user name and your password.

Older applications do not always protect identity information as it is passed through the network for validation. This might allow an eavesdropper to gain access to the network by posing as a valid user.

When an attacker finds a valid user account, the attacker has the same rights as the real user. Therefore, if the user has administrator-level rights, the attacker also can create accounts for subsequent access at a later time.

After gaining access to your network with a valid account, an attacker can do any of the following:

- Obtain lists of valid user and computer names and network information.
- Modify server and network configurations, including access controls and routing tables.
- Modify, reroute, or delete your data.

III. Considering the Population of Countries With More Internet Traffics

A. Considering the Population of Countries

First, we study the population of some countries that play an important role in internet traffics and network attacks producer. The below table is based on most network attacks producer countries. These report showing in table1 [3, 4, 5, 6, 7, 8, 9, 10].

<table>
<thead>
<tr>
<th>Country</th>
<th>Population</th>
<th>Percentage in world</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>1,330,141,295</td>
<td>19%</td>
</tr>
<tr>
<td>USA</td>
<td>310,232,863</td>
<td>4%</td>
</tr>
<tr>
<td>Netherlands</td>
<td>16,783,092</td>
<td>0.2%</td>
</tr>
<tr>
<td>Germany</td>
<td>82,282,988</td>
<td>1%</td>
</tr>
<tr>
<td>Russia</td>
<td>142,012,121</td>
<td>2%</td>
</tr>
<tr>
<td>Great Britain</td>
<td>62,348,447</td>
<td>0.9%</td>
</tr>
</tbody>
</table>

B. Considering the Rate of Attack Producers

In this section, we study the rate of attacks that are occurred at internet. Of course our study is depended on top ten countries hosting malware [11].

<table>
<thead>
<tr>
<th>Country</th>
<th>Percentage of all attacks(hosting malware)</th>
<th>Percentage in world</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>52.7%</td>
<td>19%</td>
</tr>
<tr>
<td>USA</td>
<td>19.02%</td>
<td>4%</td>
</tr>
<tr>
<td>Netherlands</td>
<td>5.86%</td>
<td>0.2%</td>
</tr>
<tr>
<td>Germany</td>
<td>5.07%</td>
<td>1%</td>
</tr>
<tr>
<td>Russia</td>
<td>2.58%</td>
<td>2%</td>
</tr>
<tr>
<td>Great Britain</td>
<td>2.54%</td>
<td>0.9%</td>
</tr>
<tr>
<td>Canada</td>
<td>2.22%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Ukraine</td>
<td>2.17%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Latvia</td>
<td>1.53%</td>
<td>0.03%</td>
</tr>
<tr>
<td>France</td>
<td>0.6%</td>
<td>0.9%</td>
</tr>
</tbody>
</table>

Of course countries with next rates are according below:


Table2 compares the Percentage of all attacks (hosting malware) with Percentage of their population penetrations in world. For example, the penetration of China population in world is: 19%. Meanwhile, the hosting malware in this country is: 52.7%. This means about of 52% of world attackers, is managing their attacks in China.

C. Considering the Statistical Report of Internet Users in Above Countries

In two previous sections, we considered percentage of population and attackers. But in this section, we study the internet users at exist in these countries. This statistical report is showing as below [3].

<table>
<thead>
<tr>
<th>Country</th>
<th>Population</th>
<th>Internet</th>
<th>Penetration</th>
</tr>
</thead>
</table>

Table3. Considering the penetration (% population) in ten countries
This table shows the penetration of total internet users in ten countries hosting malware that are playing important role in Internet Attacks. For example, the percentage of population of China is 19% of total world population. On the other hand, 32% of the populations of this country are Internet users. Thus, about 19% * 32% = 6% of the population China is percentage of people who use Internet in all of world Internet Users. This means column4 (Total Internet Users in world (% Population)) is obtained as below:

Column4 = column2 * column3;

Figure1 show the role of penetration of populations in these countries in world attacks (hosting malware) that occurred in them.

E. Study the Internet Users in Regions

Three below figures that are obtained by Internet World Stats [3], compare different regions by Internet Users in the world by geographic regions, world Internet penetration rates and Internet Users in the world by distribution by world regions.
F. Top ten malicious programs on the Internet

The twenty malicious programs most commonly used in Internet attacks are listed below. Each program has been identified more than 170,000 times and, overall, the programs listed below were involved in more than 37% (27,443,757) of all identified incidents [11].

Table 5. Top ten malicious programs on the Internet

<table>
<thead>
<tr>
<th>No</th>
<th>Name</th>
<th>Number of attacks</th>
<th>% of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>HEUR:Trojan.Script.Iframe</td>
<td>9858304</td>
<td>13.39</td>
</tr>
<tr>
<td>2</td>
<td>Trojan-Downloader.JS.Gumblar.x</td>
<td>2940448</td>
<td>3.99</td>
</tr>
<tr>
<td>3</td>
<td>not-a-virus:AdWare.Win32.Boran.z</td>
<td>2875110</td>
<td>3.91</td>
</tr>
<tr>
<td>4</td>
<td>HEUR:Exploit.Script.Generic</td>
<td>2571443</td>
<td>3.49</td>
</tr>
<tr>
<td>5</td>
<td>HEUR:Trojan-Downloader.Script.Generic</td>
<td>1512262</td>
<td>2.05</td>
</tr>
<tr>
<td>6</td>
<td>HEUR:Trojan.Win32.Generic</td>
<td>1396496</td>
<td>1.9</td>
</tr>
<tr>
<td>7</td>
<td>Worm.VBS.Autorun.hf</td>
<td>1131293</td>
<td>1.54</td>
</tr>
<tr>
<td>8</td>
<td>Trojan-Downloader.HTML.IFrame.sz</td>
<td>935231</td>
<td>1.27</td>
</tr>
<tr>
<td>9</td>
<td>HEUR:Exploit.Script.Generic</td>
<td>752690</td>
<td>1.02</td>
</tr>
<tr>
<td>10</td>
<td>Trojan.JS.Redirector.1</td>
<td>705627</td>
<td>0.96</td>
</tr>
</tbody>
</table>

IV. CONSIDERING THE RELIABILITY OF NETWORKS

Another important subject is the availability and reliability of Internet platform. For this, we study the network monitoring in some regions and ten countries hosting malware. The Internet Traffic Report monitors the flow of data around the world. It then displays a value between zero and 100. Higher values indicate faster and more reliable connections [12].

A. Internet Traffic Report in Regions

We consider in this section the score of networks in regions. The "traffic index" is a score from 0 to 100 where 0 is
"slow" and 100 is "fast". It is determined by comparing the current response of a ping echo to all previous responses from the same router over the past 7 days. A score of 0 to 100 is then assigned to the current response depending on if this response is better or worse than all previous responses from that router [13]. This report shows the Global Traffic Index for the 24 hours (10/12/2010).

Table 6. Compare Internet traffics in regions

<table>
<thead>
<tr>
<th>Region</th>
<th>Score</th>
<th>Avg. Response Time (ms)</th>
<th>Avg. Packet Loss (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia</td>
<td>68</td>
<td>302</td>
<td>9 %</td>
</tr>
<tr>
<td>Australia</td>
<td>83</td>
<td>162</td>
<td>0 %</td>
</tr>
<tr>
<td>Europe</td>
<td>75</td>
<td>244</td>
<td>11 %</td>
</tr>
<tr>
<td>North America</td>
<td>78</td>
<td>213</td>
<td>16 %</td>
</tr>
<tr>
<td>South America</td>
<td>85</td>
<td>144</td>
<td>0 %</td>
</tr>
</tbody>
</table>

B. Internet Traffic Report in ten Countries

We consider in this section the traffic scores in ten countries hosting malware. Similar to above subsection, this report structure is showing as below table [12].

Table 7. Compare Internet traffics in ten Countries

<table>
<thead>
<tr>
<th>Country</th>
<th>Score</th>
<th>Avg. Response Time (ms)</th>
<th>Avg. Packet Loss (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>96</td>
<td>34</td>
<td>0</td>
</tr>
<tr>
<td>USA</td>
<td>83 - 99</td>
<td>9 - 166</td>
<td>0</td>
</tr>
<tr>
<td>Netherlands</td>
<td>84</td>
<td>158</td>
<td>0</td>
</tr>
<tr>
<td>Germany</td>
<td>83</td>
<td>168</td>
<td>0</td>
</tr>
<tr>
<td>Russia</td>
<td>Not Consider</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Great Britain</td>
<td>82 - 85</td>
<td>149 - 156</td>
<td>0</td>
</tr>
<tr>
<td>Canada</td>
<td>94</td>
<td>57</td>
<td>0</td>
</tr>
<tr>
<td>Ukraine</td>
<td>Not Consider</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Latvia</td>
<td>Not Consider</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>France</td>
<td>Not Consider</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

VI. OUR SUGGESTED APPROACH

A. Suggested Topology

We studied statistical reports from Internet traffics in some important countries and saw that the most attackers utilize these countries to networks attacks. Also they were the victim countries and subject to attack. So, if exist some powerful coordinators in these countries and strongly monitor their networks to detect/prevent attacks, other countries able work at Internet safety. This idea is showing in figure 4.

V. CONSIDERING COUNTRIES SUBJECT TO ATTACK

More than 86% of the 73,619,767 attacks targeted the machines of users in the ten countries listed below. This ranking has changed significantly since last year. China remains the leader in terms of numbers of potential victims, but the number of attacks dropped by 7%. Other countries which were near the top of the table last year, such as Egypt, Turkey, and Vietnam, now seem to be of less interest to cybercriminals. However, the number of attacks on users based in the US, Germany, Great Britain and Russia rose significantly [11].

Table 8. Top ten countries subject to attack in 2009

<table>
<thead>
<tr>
<th>Country</th>
<th>Percentage of all attacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 China</td>
<td>46.75%</td>
</tr>
<tr>
<td>2 USA</td>
<td>6.64%</td>
</tr>
<tr>
<td>3 Russia</td>
<td>5.83%</td>
</tr>
<tr>
<td>4 India</td>
<td>4.54%</td>
</tr>
<tr>
<td>5 Germany</td>
<td>2.53%</td>
</tr>
<tr>
<td>6 Great Britain</td>
<td>2.25%</td>
</tr>
<tr>
<td>7 Saudi Arabia</td>
<td>1.81%</td>
</tr>
<tr>
<td>8 Brazil</td>
<td>1.78%</td>
</tr>
<tr>
<td>9 Italy</td>
<td>1.74%</td>
</tr>
<tr>
<td>10 Vietnam</td>
<td>1.64%</td>
</tr>
</tbody>
</table>
Because the significant percentage of hackers, attack in few countries, we propose place powerful IDSs/IPSs to these countries. When new attack is detected by IDSs/IPSs, they send properties of detected attack to All IDSs/IPSs that exist in other countries. We evaluated this idea in other papers and showed the overhead traffic decreased by the time and do not created any significant problem [14].

Also, the relations between IDSs/IPSs can be done with secured mobile agents [15]. They propose a system where agent system will be explored on the top Grid systems that will provide security, autonomy, dynamic behavior and robust infrastructure. The key features of the proposed Agent based Grid Architecture are:

* Resuming of tasks (by using software agents) after a CPU has returned back to its idle state. All the communication and the execution of tasks are handled by software agents.

* Providing security to agents personal (confidential) data. Support of task migration is provided by our architecture due to the introduction of agents. It handles fault tolerance by maintaining multiple copies of the task.

The architecture is actually a modification of Globus Toolkit where agents are introduced. In this way we reduced the communication overhead and provided support for task migration for resource utilization [15].

B. Standardization all Detection Methods

We propose use semantic web structure between all IDSs/IPSs to simple relation between coordinators. This work, leads to collaboration platform intrusion detection/prevention systems and causes all be able to use from other experiences of IDSs/IPSs. We proposed this idea is other paper Precisely. The form of semantic web that is create when an attack is detected is showing in below figure.

Figure 5. Placing Strong/Intelligence IDS/IPS in Countries that Subject to Attacks

Figure 6. The Semantic Web Form of a detected Attack[14]

VII. CONCLUSION

In this article, we considered the population of countries with most traffic attacks rate that accurate in them. Also we studied the probability and the rate of attacks. Studies of ten countries subject to attack in 2009 were performing. Do not found any semantic relation between population and attacks. At last, we proposed place coordinators in top countries hosting malware to detect anomalies quickly. With this, All IDSs/IPSs use from coordinators abilities to detect the attacks.
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Abstract--A Wireless Sensor Network (WSN) is a network consisting of spatially distributed autonomous devices using sensors to cooperatively monitor physical or environmental conditions such as temperature, sound, vibration, pressure, motion or pollutants, at different locations. WSN is highly vulnerable to attacks because it consists of various resource-constrained devices with their low battery power, less memory, and associated low energy. Sensor nodes communicate among themselves via wireless links. However, there are still a lot of unresolved issues in wireless sensor networks of which security is one of the hottest research issues. The focus, however, has been given to the routing protocols which might differ depending on the application and network architecture. In this paper we have evaluated the affects of wormhole attack on performance of AODV and DSR routing protocols on varying node mobility. WSN’s protocol has different security flaws and using these flaws many kind of attack possible on wireless sensor network. Wormhole is one of these attacks. Wormhole attack causes serious affect on performance of the WSN protocol and preventing the attack has proven to be very difficult. In wormhole attack attacker place some malicious node in the network. A malicious node captures data packets from one location in the network and tunnels them to another malicious node at distinct location, which replays them locally. These tunnels works like shorter link in the network and so act as benefit to unsuspecting network nodes which by default seek shorter routes. This paper illustrates how wormhole attack affects performance of routing protocol in wireless sensor network using random waypoint mobility model with varying node mobility. We also analyze the effectiveness of WEP and CCMP security protocol against wormhole using DSR and AODV protocol.

Key words: WEP, CCMP, WSN, AODV, DSR, IMPORTANT, CBR, Random Waypoint Mobility Model

I. INTRODUCTION

Wireless Sensor Networks (WSN) is a special class of adhoc wireless network that are used to provide a wireless communication infrastructure that allows us to instrument, observe and respond to phenomena in the natural environment and in our physical and cyber infrastructure. Sensor network [4, 6] initially consists of small or large nodes called as sensor nodes. These nodes are varying in size and totally depend on the size because different sizes of sensor nodes work efficiently in different fields.

Figure-1 Wireless Sensor Network
Wireless sensor networking have such sensor nodes which are specially designed in such a typical way that they have a microcontroller which controls the monitoring, a radio transceiver for generating radio waves, different type of wireless communicating devices and also equipped with an energy source such as battery. The entire network worked simultaneously by using different dimensions of sensors[6] and worked on the phenomenon of multi routing algorithm[2] which also termed as wireless ad hoc networking.

In a wormhole attack, an attacker receives packets at one point in the network, “tunnels” them to another point in the network, and then replays them into the network from that point. For tunneled distances longer than the normal wireless transmission range of a single hop, it is simple for the attacker to make the tunneled packet arrive with better metric than a normal multihop route.

The paper is organized as follows. In the section 2, we explain the brief description of Random waypoint Mobility Model. In section 3, we explain the working of WEP and CCMP security protocols in Wireless Sensor Network. Section 4, give introduction of AODV and DSR routing protocol. Section 5, describes the security in Wireless Sensor Network. In section 6, we cover operation of wormhole attack in DSR and AODV protocols. Section 7, we discuss about the simulation setup and result of simulation and at the end in section 8, we draw the conclusion of simulation scenarios.

II. RANDOM WAYPOINT MOBILITY MODEL

Random waypoint model is a random-based mobility model used in mobility management schemes for mobile communication systems. This designed to describe the movement pattern of mobile user which include how their location, mobility and acceleration change over time. The Random waypoint model, first proposed by Johnson and Maltz[17], soon became a "benchmark" mobility model[20] to evaluate the Wireless Sensor Network (WSN) routing protocols, because of its simplicity and wide availability.

III. DESCRIPTION OF SECURITY PROTOCOL

A. Wired Equivalent Privacy (WEP)

WEP (Wired Equivalent Privacy) was the default encryption protocol introduced in the first IEEE 802.11 standard back in 1999. It is based on the RC4 encryption algorithm, with a secret key of 40 bits or 104 bits being combined with a 24-bit Initialization Vector (IV) to encrypt the plaintext message M and its checksum – the ICV (Integrity Check Value). The encrypted message C was therefore determined using the following formula:
\[
C = [ M || ICV(M) ] + [ RC4(K || IV) ]
\]

where || is a concatenation operator and + is a XOR operator. Clearly, the initialization vector is the key to WEP security, so to maintain a decent level of security and minimize disclosure the IV should be incremented for each packet so that subsequent packets are encrypted with different keys. Unfortunately for WEP security, the IV is transmitted in plain text and the 802.11 standard does not mandate IV incrimination, leaving this security measure

![WEP encryption protocol](image)

Particular wireless terminal (access point or wireless card) implementations.

B. Counter Mode with Cipher Block Chaining Message Authentication Code Protocol (CCMP)

Counter Mode with Cipher Block Chaining Message Authentication Code Protocol (CCMP) is an encryption protocol[22][23][24]. CCMP offers enhanced security compared with similar technologies such as Temporal Key Integrity Protocol (TKIP). CCMP employs 128-bit keys and a 48-bit initialization vector that minimizes the vulnerability of attack. CCMP is a robust security network association (RSNA) data confidentiality and integrity protocol. CCMP is based on the Counter Mode with CBC-MAC (CCM) of the AES encryption algorithm. CCM is a generic authenticate and encrypt block cipher mode. A unique temporal key (for each session) and a unique nonce value (a value that’s used only once for each frame) are required for protecting the Medium Access Control Protocol Data Unit (MPDU). Figure 3 shows CCMP encapsulation block diagram. CCMP uses a 48-bit Packet Number (PN) to protect the MPDUs. CCMP encrypts the payload of a plaintext MPDU and encapsulates the resulting cipher text using the following algorithm. Figure 2 shows CCMP encapsulation algorithm. CCMP decrypts the payload of a cipher text MPDU and decapsulates plaintext MPDU using the following algorithm. Figure 5 show CCMP decapsulation Block Diagram. Figure 4 shows CCMP decapsulation algorithm.
The decapsulation process succeeds when the calculated Message Integrity Code (MIC) matches the MIC value obtained from decrypting the received encrypted MPDU. The original MPDU header is concatenated with the plaintext data resulting from the successful CCM recipient Processing to create the plaintext MPDU.

**Figure 2: CCMP encapsulation algorithm**

1. Increment the PN, so that each MPDU has a unique PN for the same temporal key.
2. Use the fields in the MPDU header to construct the additional authentication data (AAD) for CCM.
3. Construct the CCM Nonce block from the PN, A2, and the Priority field of the MPDU where A2 is MPDU Address 2. The Priority field has a reserved value set to 0.
4. Place the new PN and the key identifier into the 8-octet CCMP header.
5. Use the temporal key, AAD, nonce, and MPDU data to form the cipher text and MIC. This step is known as CCM originator processing.

**Figure 3: CCMP encapsulation Block Diagram**

- The encrypted MPDU is parsed to construct the AAD and nonce values.
- The AAD is formed from the MPDU header of the encrypted MPDU.
- The nonce value is constructed from the A2, PN, and Priority Octet fields (reserved and set to 0).
- The MIC is extracted for use in the CCM integrity checking.
- The CCM recipient processing uses the temporal key, AAD, nonce, MIC, and MPDU cipher text data to recover the MPDU plaintext data and, to check the integrity of the received MPDU header and the MPDU plaintext data from the CCM recipient processing can be concatenated to form a plaintext MPDU.
- The decryption processing prevents replay of MPDUs by validating that the PN in the MPDU is greater than the replay counter maintained for the session.

**Figure 4: CCMP decapsulation algorithm**

**Figure 5: CCMP decapsulation Block Diagram**
IV. DESCRIPTION OF ROUTING PROTOCOL

A. Ad-Hoc on Demand Distance Vector (AODV)

AODV routing protocol [12] uses on demand approach for finding routes. In AODV the source node and the intermediate nodes store the next hop information corresponding to each flow for data packet transmission. To find a route to the destination, the source node floods the network with route request packets. The route request packets create temporary route entries for the reverse path through every node it passes in the network. When it reaches the destination a route reply is sent back through the same path the route request was transmitted. For route maintenance, every routing table entry maintains a route expiry time which indicates the time until which the route is valid. Each time that route is used to forward a data packet; its expiry time is updated to be the current time plus active route timeout. A routing table entry is invalidated if it is not used within such expiry time. AODV [7] uses an active neighbor node list for each routing entry to keep track of the neighbors that are using the entry to route data packets. These nodes are notified with route error packets when the link to the next hop node is broken. Each such neighbor node, in turn, forwards the route error to its own list of active neighbors, thus invalidating all the routes using the broken link. The main advantage of this protocol is that routes are established on demand and destination sequence numbers are used to find the latest route to the destination. The disadvantage of this protocol is that the intermediate nodes can lead to inconsistent routes if the source sequence number is very old and the intermediate nodes have a higher, but not the latest destination sequence number [3].

B. Dynamic Source Routing (DSR)

Dynamic source routing protocol (DSR) [4]: DSR is an on-demand routing protocol. The major difference between DSR and the other on demand routing protocols is that, it is beacon less and hence does not require periodic hello packets. Consider a source node that does not have a route to the destination. When it has a data packet to be sent to that destination, then it initiates a Route Request packet. This Route Request is flooded throughout the network. Each node upon receiving a Route Request packet forwards the packet to its neighbors if it has not forwarded already or if the node is not the destination node. Each Route Request carries a sequence number generated by the source node and the path it as traversed. A node, upon receiving a Route Request packet, checks the sequence number on the packet before forwarding it. The packet is forwarded only if it is not a duplicate Route Request packet. The sequence number on the packet is used to prevent loop formations and to avoid multiple transmissions of the same Route Request by an intermediate node, which receives it through multiple paths. Thus, all the nodes except the destination node, forwards a Route Request packet during the route construction phase. A destination node upon receiving the Route Request packet, replies to the source node through the reverse path the Route Request packet had traversed. Several optimization techniques have been incorporated into the basic DSR [9] protocol to improve the performance of the protocol like caching the routes at intermediate nodes. The route cache is populated with the routes that can be extracted to forward the data packet. This cache information is used by the intermediate nodes to reply to the source when they receive a Route Request packet and if they have a route to the corresponding destination.

V. SECURITY IN WIRELESS SENSOR NETWORK

Wireless sensor networks are complex network structures due to limitations in resources, sizes and hostile deployment environments. While implementing security many benchmarks need to be met some of these benchmarks are specific to wireless sensor networks while others are security benchmarks specific to traditional networks. In following section we list various attacks [23] possible in Wireless sensor networks.

- **Denial of service attack**: A standard attack on the WSN that transmits radio signals which interfere with the radio frequencies used by the WSN, this is called “jamming”. An example of a DOS attack is when the base station is no longer able to answer the various queries.
- **Sybil Attack**: An attack where the adversary is able to present more than one node identity within the network. One example of such attack is when the adversary creates multiple identities of the sensor node to generate multiple readings which result in falsification of the resulted query.
- **Selective Forwarding Attack**: WSNs assume that each node will accurately forward the received messages. Nevertheless, if we take security into account, a compromised node may refuse to do so. It is up to the adversary that is controlling the compromised node to either forward the received readings or not. In case of not forwarding the sensor readings, the query provided by the base station may be erroneous.
- **Replay Attack**: In the case of a replay attack, an attacker records some traffic patterns from the network without even understanding their content and replays them later on to mislead the base station and its query answer.
- **Stealthy Attack**: The adversary objective in this attack is to inject false data into the network without revealing its existence. The injected false data value leads to an erroneous query result at the base station.
VI. WORMHOLE ATTACK:

Wormhole attack: In this attack, an adversary receives packets at one point in the network, tunnels them to another point in the network, and then replays them into the network from that point [20]. Malicious nodes are connected via a link called “wormhole link” using private high speed network. Wormhole attack are simple to deploy but it may cause significant damage to network.

A. Operation of wormhole attack in DSR

Wormhole attack can be carry out by using different techniques. Here we describe two methods to generate wormhole attacks in wireless sensor network. In the first type of wormhole, all packets which are received by a malicious node are duly modified, encapsulated in a higher layer protocol and dispatched to the colluding node using the services of the network nodes. These modified packets reach to colluding node just like normal node traverse the services of the network nodes. Once packets reach to intended malicious node, its extract the packet make the requisite modifications and send them to intended destination. In second type of attack after packets are modified and encapsulated they are send using a point to point specialized link between the malicious node. In a scenario where two malicious nodes M1 and M2 are placed point specialized link between the malicious node. In a scenario where two malicious nodes M1 and M2 are placed and they are not the immediate neighbour of source and destination nodes wormhole can be created using following steps.

Node M1 and M2 maintain a route between them using periodic update all the time. This route is use as tunnel for all other node whose traffic is routed through M1 and M2.

Whenever a ROUTE REQUEST packet is from source node S is receiving by M1 it immediately sends a route reply with minimum delay. M1 also makes the ROUTE REPLY packet (S-1-M1-M2-D) as short as possible, indicating D as an immediate neighbour of M2. Such ROUTE REPLY packets have a high probability of being selected by S as they have minimal hop-count and latency.

Node M1 inform Node M2 to initiate a route discovery process to destination node D at the mean time all packets send by S is store at M1 for a certain interval. While waiting for a route to D, if M1 receives a ROUTE REPLY packet from D to S, it verifies whether it can reach D through M2. If yes, it creates a new working source route option from M2 to D (S-M1-M2-5-D) for the buffered packets, encapsulates and sends them to M2, else it waits for the ROUTE REPLY packet to be received in response to the ROUTE REQUEST packet that was initiated by itself and M2. Upon receipt of these ROUTE REPLY packets, M1 traces an optimal route to D through M2. However, if during this waiting period, the buffer interval expires or an overflow occurs, M1 sends a ROUTE ERROR packet to S for the last received data packet.

B. Operation of wormhole attack in AODV

Wormhole attack is difficult to detect. Even if the routing information is confidential, encrypted and authenticated which make is particularly very challenging in mobile ad-hoc network environment. Wormhole attack normally involve two malicious node like show in figure 7 node X and Y are the malicious node and they are attacking on traffic send by source node S to destination node D. attack start when source node S broadcast a RREP for destination node D. Since X and Y node are connected by high bandwidth wormhole link they are able to tunnel any packet between them at very high speed. so when source node S broadcast RREP it first receive by node C and D. node A broadcast this RREP packet to it neighbour node X similarly node C broadcast this packet to its neighbour node E. When malicious node X receive a RREP send by node A it tunnel the RREP packet with high speed like to node malicious node Y. Finally RREP packets receive by node D forwarded by via the path S-A-X-Y-B-D. In the same way another RREP packet is receive by node D forwarded though path S-C-E-F-G-D. However, as X and Y are connected via a high speed bus, RREQ from S-A-X-Y-B-D reaches fist to D. Therefore, destination D ignores the RREQ that reaches later and chooses D-B-A-S to unicast an RREP packet to the source node S. As a result, S choose S-A-B-D route to send data that indeed passes through X and Y malicious nodes that are very well placed compared to other nodes in the network. Thus, a wormhole attack is not that difficult to set up, but still can be immensely harmful for a WSN.
Figure-7 Wormhole attack on AODV in WSN [21]

Compare to the network that has no malicious node. But once the number of malicious node increases a particular level and it well place all over network effect of attack become severe.

VII. SIMULATION SETUP AND RESULT

We have used Network Simulator Qual net 5.0.2 in our evaluation. In Scenario we have place 50 nodes uniformly distributed in area of 500m x 500m. For this study, we have used random waypoint mobility model for the node movement with 0 sec pause time and 5, 10, 15, 20,25,30,35,40 meter/sec node mobility speed. The parameters used for carrying out simulation are summarized in the table 1.

Table 1: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Routing Protocols</td>
<td>AODV, DSR</td>
</tr>
<tr>
<td>MAC Layer</td>
<td>802.11</td>
</tr>
<tr>
<td>Packet Size</td>
<td>512 bytes</td>
</tr>
<tr>
<td>Terrain Size</td>
<td>500m * 500m</td>
</tr>
<tr>
<td>Nodes</td>
<td>50</td>
</tr>
<tr>
<td>Mobility Model</td>
<td>Random waypoint</td>
</tr>
<tr>
<td>Data Traffic Type</td>
<td>CBR</td>
</tr>
<tr>
<td>No. of Source</td>
<td>5</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>200 sec.</td>
</tr>
<tr>
<td>Node Mobility Speed</td>
<td>5,10,15,20,25,30,35,40</td>
</tr>
<tr>
<td>CBR Traffic Rate</td>
<td>8 packet/sec</td>
</tr>
<tr>
<td>Maximum buffer size for packets</td>
<td>50 packets</td>
</tr>
<tr>
<td>Security Protocols</td>
<td>WEP, CCMP</td>
</tr>
</tbody>
</table>

A. Performance Metrics:

We have used the following metrics for evaluating the performance of two on-demand reactive routing protocols (AODV & DSR):

Packet delivery ratio:

It is the ratio of data packets delivered to the destination to those generated by the sources. It is calculated by dividing the number of packet received by destination through the number packet originated from source.

\[
\text{PDF} = \frac{(Pr}{Ps}) \times 100
\]

Where Pr is total Packet received & Ps is the total Packet sent.

Average End-to-End Delay (second):

This includes all possible delay caused by buffering during route discovery latency, queuing at the interface queue, retransmission delay at the MAC, propagation and transfer time. It is defined as the time taken for a data packet to be transmitted across an WSN from source to destination.

\[
D = (Tr - Ts)
\]

Where Tr is receive Time and Ts is sent Time
Average jitter
Jitter is used as a measure of the variability over time of the packet latency across a network. A network with constant latency has no variation (or jitter). Packet jitter is expressed as an average of the deviation from the network mean latency. Jitter is cause by network congestion, timing drift, or route changes. At the sending side, packets are sent in a continuous stream with the packets spaced evenly apart. Due to network congestion, improper queuing, or configuration errors, this steady stream can become lumpy, or the delay between each packet can vary instead of remaining constant.

C. AODV Average Jitter under wormhole attack:
Jitter is another significant application layer parameter in mobile ad-hoc network especially in case where quality of service is required. Figure 8 show that average jitter increases when we use CCMP and WEP protocol this is because we need to perform extra step when security protocol are use like in case of CCMP we encrypt each packet using AES algorithm and WEP encrypt each packet using RC4 algorithm. These encryption algorithm take different amount of time with for different packets with add additional jitter in network.

D. AODV Average End to End delay under wormhole attack:
Average End to End delay increases when we use Security protocol CCMP and WEP. This is because when we introduce these protocols in existing scenario each packet needs to go through encryption and decryption process. CCMP uses AES encryption technique which is more complex then WEP used RS4 encryption so it take more time to encrypt and decrypt each packet because of this End to End delay is greater in case of CCMP as compare to WEP. From figure 9 we can observe that CCMP and WEP both Protocol are unable to improve End to End delay in case of wormhole attack.

Figure 7: Packet Delivery Ratio vs. nodes mobility speed

Figure 8: Average Jitter vs. Nodes mobility speed

Figure 9: Average End to End-Delay vs Nodes mobolity speed

Figure 10: Packet Delivery Ratio vs. Nodes mobility speed
E. DSR Packet delivery ratio under wormhole attack:
When we compare DSR protocol performance against wormhole attack compare to AODV we found packet delivery ratio is better for AODV. WEP protocol has almost no effect against wormhole attack for DSR protocol. Packet delivery ratio has slightly in case of CCMP but there in no significant improvement. From figure 10 we can conclude that in case of DSR both security protocol (WEP and CCMP) are fail to prevent wormhole Attack as there is no significant improvement in packet delivery ratio.

F. DSR Average Jitter:
Average Jitter is almost double in case of DSR as compare to AODV under wormhole attack and there is no reduction in average jitter when we apply security protocol WEP and CCMP in this scenario. Figure 11 show that WEP and CCMP both security protocol are completely fail to stop wormhole attack effect of average jitter.

G. DSR Average End to End delay under wormhole attack:
Wormhole attack increases the End to End delay up to 20 times as compare to no attack for DSR protocol in mobile Ad-hoc networks. Worse End to End delay is found when node mobility speed is minimum or maximum (5 or 40 m/s). Security protocol like WEP and CCMP both fail to improve Average End to End delay.

Figure 11. Average jitter vs. Nodes mobility speed.

Figure 12. Average jitter vs. Nodes mobility speed.

VIII. CONCLUSION

From the figure 7 to 12, we obtain some conclusion that under wormhole attack with CBR traffic sources, AODV perform better than DSR. In case of AODV, WEP security protocol is completely fail to prevent wormhole attack but CCMP make improvement in packet delivery ratio but it fail to improve average jitter and End to End delay. DSR protocol is badly affected by wormhole. In case of DSR protocol packet delivery is ranges from 60% to 35% and End to End delay increases 20 times.

In this paper, we study the security implications that two routing protocols and two security protocols are used and their performance have been analysed against wormhole attack. This paper can be enhanced by analysing the other WSN routing protocols under different mobility model and different types of Security protocols. However, when WPA or WPA2 (802.11i) is used, the intermediate station cannot change the packet since now both the payload and the header are used for the encryption of the packet. Furthermore we propose two schemes for adjusting security (WPA or WPA2) to the new cooperative environment. In order to show feasibility of the proposed schemes, we implemented them using open source drivers.
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Abstract - Classification is one of the data mining techniques that analyses a given data set and induces a model for each class based on their features present in the data. Bagging and boosting are heuristic approaches to develop classification models. These techniques generate a diverse ensemble of classifiers by manipulating the training data given to a base learning algorithm. They are very successful in improving the accuracy of some algorithms in artificial and real world datasets. We review the algorithms such as AdaBoost, Bagging, ADTree, and Random Forest in conjunction with the Meta classifier and the Decision Tree classifier. Also we describe a large empirical study by comparing several variants. The algorithms are analyzed on Accuracy, Precision, Error Rate and Execution Time.
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I. INTRODUCTION

Data Mining is an iterative and multi step process of knowledge discovery in databases with the intention of uncovering hidden patterns. The huge amount of data to process is more and more significant in the world. Modern data-mining problems involve streams of data that grow continuously over time that includes customer click streams, telephone records, large sets of web pages, multimedia data, sets of retail chain transactions, assessing credit risks, medical diagnosis, scientific data analysis, music information retrieval and market research reports [32].

Classification algorithm is a robust data mining tool that uses exhaustive methods to generate models from a simple to highly complex data. The induced model is used to classify unseen data instances. It can be referred as supervised learning algorithms because it assigns class labels to data objects. There are many approaches to develop the classification model including decision trees, meta algorithms, neural networks, nearest neighbor methods and rough set-based methods [14, 17].

The Meta classifiers and the decision trees are the most commonly used classification algorithms, because of their ease of implementation and easier to understand compared to other classification algorithms.

The main objective of this paper is to compare AdaBoost, Bagging, ADTree and Random Forest algorithms which use bagging or boosting techniques based on Accuracy, Precision, Error Rate and Processing Time. The implementations of these algorithms were taken place on three different medical datasets, "Wisconsin-BreastCancer", "Heart-statlog" and "Liver-disorders" obtained from UCI Machine Learning Repository [40].

Section 2 presents the proposed ensemble methods for building ensembles that are based on bagging and boosting techniques, while section 3 discusses the procedure for performance estimation. Experiment results using three medical data sets and comparisons of performance attributes such as accuracy, precision, error rate and the processing time with four algorithms are presented in section 4. We conclude in section 5 with summary and further research areas.

II. BOOSTING AND BAGGING APPROACHES

Meta Learning is used in the area of predictive data mining, to combine the predictions from multiple models. It is significantly useful when the types of models are very different in their nature. In this perspective, this method is defined as Stacking or Stacked Generalization. The predictions from various classifiers can be used as input to a meta-learner. The final best predicted classification will be created in combining the predictions from the multiple methods. This procedure yields more accurate predictions than any other classifiers.

Decision tree induction is a data mining induction techniques to solve the classification problems. The goal in constructing a decision tree is to build a tree with accuracy and better performance. It is made of root, nodes, branches, and leaf nodes. The tree is used in classifying unknown data records. To classify an instance, one starts at the root and finds the branch corresponding to the value of that attribute observed in the instance. This process is repeated at the sub tree rooted at that branch until a leaf node is reached. The resulting classification is the class label on the leaf [26].

In this paper we study the classification task with more emphasis on boosting and bagging methods classification. The four popular ensemble algorithms are boosting, bagging, rotation forest and random subspace method. This paper describes the boosting and bagging techniques. Boosting induces the ensemble of weak classifiers together to create one strong classifier. In boosting successive models give extra weights to the earlier predictors. While In bagging, successive trees do not depend on earlier trees. Each model is independently constructed using a bootstrap sample of the data
set. In the end, overall prediction is made by majority voting. The paper concludes with two novel classifiers Meta classifier and Decision Trees classifier that give idea of their Accuracy and Precision attributes.

A. Meta Classifier: AdaBoost Algorithm

Adaptive boosting is a popular and powerful meta ensemble algorithm. “Boosting” is an effective method for the improvement in the performance of any learning algorithm. It is also referred as “stagewise additive modeling”. The model is a more user friendly algorithm. The algorithm does not suffer from overfitting. It solves both the binary classification problems as well as multiclass problems in the machine learning community. AdaBoost also gives an extension to regression problems. Boosting algorithms are stronger than bagging on noise free data. The algorithm depends more on data set than type of classifier algorithms. The algorithm puts many weak classifiers together to create one strong classifier. It is a sequential production of classifiers.

To construct a classifier:

1. A training set is taken as input
2. A set of weak or base learning algorithms are called repeatedly in a series of rounds to maintain a set of weights over the training set. Initially, all weights are equal, but on each round, the weights of incorrectly classified examples are increased so that the weak learner is forced to focus on the hard examples in the training data.
3. This boosting can be applied by two frameworks, i) boosting by weighting ii) boosting by sampling. In boosting by weighting method, the base learning algorithms can accept a weighted training set directly. With such algorithms, the entire training set is given to the base learning algorithm. And in boosting by sampling examples are drawn with replacement from the training set with probability proportional to their weights.
4. The stopping iteration is determined by cross validation.

The algorithm does not require prior knowledge about the weak learner and so can be flexibly combined with any method for finding weak hypotheses. Finally, it comes with a set of theoretical guarantees given sufficient data and a weak learner that can reliably provide only moderately accurate weak hypotheses.

The algorithm is used on learning problems having either of the following two properties. The first property is that the observed examples tend to have varying degrees of hardness. The boosting algorithm tends to generate distributions that concentrate on the harder examples, thus challenging the weak learning algorithm to perform well on these harder parts of the sample space. The second property is that the algorithm is sensitive to changes in the training examples so that significantly different hypotheses are generated for different training sets.

B. Meta Classifier: Bagging Algorithm

Bagging is a machine learning method of combining multiple predictors. It is a model averaging approach. Bagging is a technique generating multiple training sets by sampling with replacement from the available training data. It is also known as bootstrap aggregating. Bootstrap aggregating improves classification and regression models in terms of stability and accuracy. It also reduces variance and helps to avoid overfitting. It can be applied to any type of classifiers. Bagging is a popular method in estimating bias, standard errors and constructing confidence intervals for parameters.

To build a model,

i) split the data set into training set and test set.
ii) Get a bootstrap sample from the training data and train a predictor using the sample.

Repeat the steps at random number of times. The models from the samples are combined by averaging the output for regression or voting for classification. Bagging automatically yields an estimate of the out of sample error, also referred to as the generalization error. Bagging works well for unstable learning algorithms like neural networks, decision trees and regression trees. But it works poor in stable classifiers like k-nearest neighbors. The lack of interpretion is the main disadvantage of bagging. The bagging method is used in the unsupervised context of cluster analysis.

C. Decision Tree Classifier: ADTree Algorithm

The Alternating Decision Tree (ADTree) is a successful machine learning classification technique that combines many decision trees. It uses a meta-algorithm boosting to gain accuracy. The induction algorithm is used to solve binary classification problems. The alternating decision trees provide a mechanism to generate a strong classifier out of a set of weak classifier. At each boosting iteration, a splitter node and two prediction nodes are added to the tree, to generate a decision tree. In accordance with the improvement of purity, the algorithm determines a place for the splitter node by analyzing all prediction nodes. Then the algorithm takes the sum of all prediction nodes to gain overall prediction values. A positive sum represents one class and a negative sum represents the other in two class data sets. A special feature of ADTree is the trees can be merged together. In multiclass problems the alternating decision tree can make use of all the weak hypotheses in boosting to arrive at a single interpretable tree from large numbers of trees.

D. Decision Tree Classifier: Random Forest Algorithm

A random forest is a refinement of bagged trees to construct a collection of decision trees with controlled variations. The method combines Breiman's bagging and Ho's random subspace method. The algorithm improves on bagging by de-correlating the trees. It grows trees in parallel independently of one another. They are often used in very
large datasets and a very large number of input variables. A random forest model is made up of hundreds of decision trees. It does not require tree pruning and it handles continuous and categorical variables and missing values. The algorithm can be used to generate tree-base clusters through sample proximity.

The Random Forest algorithm is as follows:

1. First Randomization (Bagging)
   Random Forest uses Bootstrap aggregation / bagging method of ensemble learning that uses bootstrap sample (i.e. sampling with replacement from the original data) with a randomized selection of features at each split in tree induction. Grow an un-pruned tree with this bootstrap. Splits are chosen by purity measures. Classification uses Gini or deviance, while regression uses squared error.

2. Second Randomization (Selection of subset Predictors)
   At each internal node, randomly select the best among a subset of predictors and determine the best split.

   \[ m_{xy} = \sqrt{K} \]

   where \( m_{xy} \) - number of predictors to try at each split.

   \( K \) - total number of predictors

   For classification \( m_{xy} = \sqrt{K} \)

   for Regression \( m_{xy} = k/3 \)

   Bagging is a special case of Random Forest where \( m_{xy} = k \)

Subset of predictors is much faster to search than all predictors. The overall Prediction is made by majority voting (classification) or averaging (regression) the predictions of the ensemble. As it is parallel algorithm type, several random forests can be run on many machines and then aggregate the votes component to get the final result. As it has only two parameters i) the number of variables in the random subset ii) and the number of trees in the forest, it is user-friendly.

For each tree grown, 33-36% samples are not selected in the bootstrap, called "Out Of Bootstrap" or "Out of Bag" (OOB) samples. Predictions are made using these OOB samples as input. OOB estimate of error rate will be computed by aggregating the OOB predictions. As it generates an internal unbiased estimate of the test error, cross validation is not necessary. The algorithm builds trees until the errors no longer decreases. The number of predictors determines the number of trees necessary for good performance.

III. PERFORMANCE EVALUATION

Performance evaluation is a significantly important factor of any classifier. Performance evaluation includes the performance metrics for evaluating a single classifier, the metrics for comparing multiple classifiers and measure for the effectiveness of the classifiers, which is the ability to take the right classification decisions. Various performance metrics are used for classification effectiveness evaluation, including accuracy, correct rate, recognition rate, error rate, false rate, reject rate, recall and precision.

Cross validation is considered as a standard procedure for performance estimation. There are several approaches in cross validation methods such as Resubstitution Validation, Holdout Validation, k-fold cross validation, Leave-One-Out cross-validation and Repeated k-fold cross-validation. In this study, we have selected k-fold cross validation for evaluating the classifiers [3, 9].

The estimations of accuracy, precision and error rate are the key factors to determine the algorithms’ effectiveness in a supervised learning environment. In our empirical tests, these characteristics are evaluated using the data from the confusion matrix obtained. A confusion matrix contains information about actual and predicted classifications obtained by a classification algorithm. The time taken to build the model is also taken as another factor for the comparison.

The Accuracy, Precision and the Error are computed as follows:

\[ \text{Accuracy} = (a+d)/(a+b+c+d) \]
\[ \text{Precision} = (d)/(b+d) \]
\[ \text{Error} = (b+c)/(a+b+c+d) \]

Where,

- \( a \) is the number of correct predictions that an instance is negative,
- \( b \) is the number of incorrect predictions that an instance is positive,
- \( c \) is the number of incorrect of predictions that an instance negative, and
- \( d \) is the number of correct predictions that an instance is positive.

IV. EXPERIMENTAL ANALYSIS

We carried out some experiments using Wisconsin-Breast Cancer, Heart-statlog and Liver-disorders data sets attained from the UCI Machine Learning Repository [40]. In our comparison study, the implementations of algorithms were done by a machine learning algorithm tool Weka version 3.6.5. Weka is a very supportive tool in learning the basic concepts of data mining where we can apply different options and analyze the output that is being produced.

Table 1 shows the datasets used for the implementation of algorithms with their number of instances, the number of attributes.

### Table 1: Description of the Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Instances</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wisconsin-BreastCancer</td>
<td>699</td>
<td>10</td>
</tr>
<tr>
<td>Heart-statlog</td>
<td>270</td>
<td>14</td>
</tr>
<tr>
<td>Liver-disorders</td>
<td>345</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2 shows the accuracy of various classifiers. The Figure 1 gives an idea about the accuracy of the selected algorithms in graphical format.
Table 2: Accuracy Comparison

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Meta Classifier</th>
<th>Decision Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AdaBoost</td>
<td>Bagging</td>
</tr>
<tr>
<td>Wisconsin-BreastCancer</td>
<td>94.85</td>
<td>95.57</td>
</tr>
<tr>
<td>Heart-statlog</td>
<td>80.00</td>
<td>78.89</td>
</tr>
<tr>
<td>Liver-disorders</td>
<td>66.09</td>
<td>71.3</td>
</tr>
</tbody>
</table>

Figure 1: Graphical Representation of Accuracy

The precision comparison among the four algorithms is shown in Table 3 and the graphical representation can be seen in Figure 2.

Table 3: Precision Comparison

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Meta Classifier</th>
<th>Decision Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AdaBoost</td>
<td>Bagging</td>
</tr>
<tr>
<td>Wisconsin-BreastCancer</td>
<td>92.89</td>
<td>92.34</td>
</tr>
<tr>
<td>Heart-statlog</td>
<td>77.5</td>
<td>77.39</td>
</tr>
<tr>
<td>Liver-disorders</td>
<td>67.36</td>
<td>72.25</td>
</tr>
</tbody>
</table>

Figure 2: Graphical Representation of Precision

Table 4 is the Error rate comparison of the built models. The graphical version of Error rate comparison is shown in Figure 3.

Table 4: Error Rate Comparison

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Meta Classifier</th>
<th>Decision Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AdaBoost</td>
<td>Bagging</td>
</tr>
<tr>
<td>Wisconsin-BreastCancer</td>
<td>5.15</td>
<td>4.43</td>
</tr>
<tr>
<td>Heart-statlog</td>
<td>20</td>
<td>21.11</td>
</tr>
<tr>
<td>Liver-disorders</td>
<td>33.91</td>
<td>28.7</td>
</tr>
</tbody>
</table>

Figure 3: Graphical Representation of Error Rate
Table 5 gives the processing time taken by the algorithms to build the models and the graphical format of execution time comparison is shown in Figure 4.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Processing Time (sec)</th>
<th>Meta Classifier</th>
<th>Decision Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wisconsin-BreastCancer</td>
<td>0.3</td>
<td>0.45</td>
<td>0.33</td>
</tr>
<tr>
<td>Heart-statlog</td>
<td>.09</td>
<td>.13</td>
<td>.19</td>
</tr>
<tr>
<td>Liver-disorders</td>
<td>.08</td>
<td>.45</td>
<td>.11</td>
</tr>
</tbody>
</table>

Figure 4: Graphical Representation of Processing Time
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Abstract—this paper presents a new system for Multiple Choice Questions Paper Test using Mobile SMS (MCQPSMS) to develop the traditional way of MCQ used in Paper Based Tests PBT through the use of mobile Short Message Service (SMS). This MCQPSMS system consists of two main parts: The first one permits the teacher to enter questions and their answers, order them in a random way, then print and give them to students. While the second part receives the answers from the students’ mobile phones by SMS, grading them automatically and save them in the database, then sending the marks to the students by SMS. The system has been tested in Mosul university/computer science department with 40 students as a testing sample and the results matched the paper.

Keywords- MCQ test, E-learning, mobile SMS, AT commands

I. INTRODUCTION

The massive developments in mobile communication systems with the multiplicity of services provided by these systems - particularly SMS - has pushed this development to the need for employing this service in the e-Learning field especially students tests like MCQ test. There are three types of MCQ tests: paper based test, computer based test and mobile based test.

• Paper Based Test (PBT): is easy to implement, traditional and used frequently, but it needs a lot of time from the teacher to grade the answers of the students, also the possibility of teacher's error in answers grading may arise. Some solutions like Object Character Recognition (OCR) systems were adopted to solve those problems, but this need fast scanner devices with high papers per minute (ppm) which cost very high. Some popular organizations use this method like TOEFL, CISCO, ICDL, etc.

• Mobile Based Test (MBT): this kind of test is very popular in now days because of the wide spread of mobile devices. The test is based mainly on questions supported by multimedia forms like pictures, texts, and voices. The main disadvantage is that the student's mobile device most support multimedia technology used by the test, so if any student doesn't have a suitable mobile cannot participate in the test.

So this paper took the advantages of PBT and MBT by suggesting a new method for testing through PBT, sending the answers using mobile SMS. The test uses both papers and mobile devices, in which the student will test using papers, send the answers in SMS message to the server, the server will grade the answers, save the mark and finally send the result back to the student by SMS.

II. RELATED WORKS

Some related works used the web as a tool for achieving the quizzes without the use of mobile devices. Rarh V. and Goel A. [1] suggested an e-Quizzes system in an interactive manner using the Moodle system, in other word each student must have a computer device connected to the Internet. Other related works employed the mobile phone in the e-Learning environments without using SMS. Tabata Y. and others [2] designed an iphone quiz system for learning the foreign languages by installing this system over students' mobile phones, so if any student doesn't have a device like the iphone cannot attend the exam. Lee K. [3] developed a mobile collaborative learning system through the communication between the students' mobile devices like PDA, phones and pads. Saran M. and others [4] built an e-learning quiz system depending on Multimedia Messaging Service MMS messages and SMS, which means if the student's mobile doesn't support MMS, this will deny the student from the exam.

Also there are other works employed the mobile SMS in controlling and management fields. Givehki F. and Nicknafs A. [5] employed the SMS services to administrate a remote...
network using the Simple Network Management Protocol SNMP.

III. Short Message Service (SMS) and AT commands

A- SMS: have taken the mobile world by a storm. According researches, there are two types of mobile users: texters and talkers. The texters send more than double the messages that talkers do [6].

So, SMS is a technology that enables the sending and receiving of messages between mobile phones. It was first appeared in Europe in 1992.

The data that can be held by SMS message is very limited. One SMS message can contain at most 140 bytes of data, so one SMS can contain up to 160 characters if 7-bit character encoding is used (like English, Deutsch) or 70 characters if 16-bit character encoding is used (like Arabic, Chinese) [7].

There are many different kinds of SMS applications on the market today and many others are being developed like person-to-person text messaging, provision of information, alerts and notifications.

B- AT Commands:

AT commands are instructions used to control a modem, GSM/GPRS modem or mobile phones. AT is the abbreviation of ATtention. Every command line starts with "AT" or "at".

The AT commands can be executed either by programming or using the Hyper Terminal program.

The starting "AT" is the prefix that informs the mobile phone about the start of a command line. It is not part of the AT command name.

Here are some of the tasks that can be done using AT commands with a GSM/GPRS modem or mobile phone:

- Get basic information about the mobile phone or GSM/GPRS modem.
- Get basic information about the subscriber.
- Send, read, write or delete SMS messages

There are basically two modes to work with SMS: Protocol Data Unit mode (PDU) and Text Mode. A mobile phone internally uses PDU format.

Developers normally uses text mode because it is easier to use. (AT+CMGF) is the command to set the mode, e.g. AT+CMGF=0 sets the PDU mode while AT+CMGF=1 will set the format to text mode. The General syntax of Extended AT commands are:

- All command lines must start with "AT" and end with carriage return character.
- A command line can contain more than one AT commands. Only the first AT command should be prefixed with "AT". AT commands in the same command-line string should be separated with semicolons, e.g. AT+CMGL;+CMGI<CR>.
- A string is enclosed between double quotes, e.g. AT+CMGL="ALL"<CR>.
- Information responses and result codes (including both final result codes and unsolicited result codes) always start and end with a carriage return character and a linefeed character, e.g. after sending the command line "AT+CGMI<CR>" to the mobile device, the mobile device should return a response similar to this [8]:

<CR><LF>Nokia<CR><LF><CR><LF>OK<CR><LF>

IV. PROPOSED METHODOLOGY

MCQPSMS system assumes that there are the following hardware requirements:

- Computer device supported by any data base software like SQL, to save the questions with answers and also to save students' names and mobile phone numbers.
- Mobile phone supporting Global System for Mobile communication (GSM) connected to the computer.
- Printer device.

Figure (1) shows the architecture of the system.

The teacher will formulate the questions and print them. The students will receive the questions printed on papers, send the answers as SMS to the mobile phone connected to computer.

Now the computer will read the received messages using the AT commands and grade the answers, save and send them to the students. The job is divided into two algorithms, the first one is used by the teacher to formulate and print the questions, while the second algorithm is used to receive the students' answers.

A- First Algorithm:

The teacher can use either saved files containing questions, or write the questions directly with their answers.

The program will generate a random sequence for the questions to each student to ensure that there will be no cheating between students. After that the new sequence will be saved in the DB to be used during marks grading.

Now the program will print the student's name with his/her phone number on the top of the paper and print the questions in the new randomized sequence in the other parts of the paper. Figure (2) shows the flowchart of this algorithm.

B- Second Algorithm:
This algorithm will be implemented after the MCQ test time is ended and all the students sent their answers in SMS messages to the mobile phone connected to the computer beside the teacher.

The program will read all the students' messages and save them in a temporary area, sort them depending on the student's phone and delete the duplicated messages to ensure that if the student has sent more than one answer only the first answer will be depended.

After that the answers will be matched with the randomized sequence saved in DB in algorithm (1) to compute the student's mark.

Now the mark will be saved in the DB and sent in SMS to the students. Each student's result will not take more than 6-10 seconds depending on mobile phone subscriber. Figure (3) shows the flowchart of this algorithm.

V. EXPERIMENT AND DISCUSSION

C# language with .NET4 platform was used to program MCQPSMS system. Nokia 6230 was used as a mobile device connected with a computer to receive students' answers.

The system was tested in Mosul University, faculty of computer science and mathematics at the department of computer science with 40 students. The test was composed from 25 MCQ form printed on 4 pages size A4. One of the important features supported by this system is that randomizing
the sequence of questions for each student will ensure no one of the students during the exam can send his/her solution to other student.

Figure (4) shows the program interface used by the teacher for formulating and printing the questions. While figure (5) shows the program interface used by the teacher for receiving the SMS messages i.e. answers from the students. Figure (6) shows one of the student's answers.

VI SYSTEM EVALUATION

The system was evaluated with the other types of tests, table (1) shows the results of this evaluation:

<table>
<thead>
<tr>
<th>Factor</th>
<th>PBT</th>
<th>CBT</th>
<th>MBT</th>
<th>MCQPSMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication cost</td>
<td>---</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Device availability</td>
<td>---</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>Grading time</td>
<td>Slow</td>
<td>Fast</td>
<td>Medium</td>
<td>Fast</td>
</tr>
<tr>
<td>Grading errors</td>
<td>Rarely</td>
<td>Never</td>
<td>Medium</td>
<td>Never</td>
</tr>
<tr>
<td>Results announcement time</td>
<td>Long</td>
<td>Short</td>
<td>Short</td>
<td>Short</td>
</tr>
</tbody>
</table>

Table (1) system evaluation

For MCQPSMS, the communication cost is low because the cost of the SMS message is very cheap while the cost of MMS - used in MBT - is high.

For the device availability, MCQPSMS system is high since all the mobile phone can send SMS messages, while in CBT is low because each student must have a computer connected to Internet during the exam time which is a restricted factor if the number of students exceed the number of available computers. It is medium in MBT because not all of the students have mobile devices supported with multimedia technology.

For the grading time plus sending the results, MCQPSMS system is fast since each student does not exceed 6-10 seconds. In PBT this factor is very slow since it is done manually by the teacher, but it can be fast if an OCR and a high speed scanner are used which is costed. In MBT this factor is medium because it depends on MMS.

Also the grading errors in MCQPSMS system, CBT and MBT will never occur because it is done automatically, while it may occur in PBT since it is done manually. Finally, the results' announcements time in MCQPSMS system, CBT and MBT is short, but it takes long time in the PBT.

To evaluate the total time of test grading with results announcement, two tests were done with 25 MCQ printed in 4 pages for three groups consisted from 18, 37, 40 students respectively.

The tests were done in two ways: First, using a PBT with scanner 20 ppm and an OCR software. Second, using MCQPSMS system.
For the first group, the average time needed for each student using MCQPSMS is 8 seconds with total time equal to 2.4 minutes, while the average time for each student using OCR is 12 seconds with total time equal to 3.6 seconds, and so on for other groups. The result of the evaluation is shown in figure (7).

![Figure (7) evaluation of grading time](image)

**VII CONCLUSIONS**

MCQPSMS system can be adopted in educational institutes which rely on PBT, the cost for the requirements is very cheap since it doesn't need more than a traditional mobile phone device and a printer device. Also this system will remove the burdens of manual grading from the teacher, the announcements of the results will be as soon as the test ended.
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Abstract—Due to the shared wireless communication medium and harsh environments in which sensor nodes are deployed, Wireless Sensor networks (WSN) are inherently fault-prone. Energy is one of the most constraining factors and node failures due to crash and energy exhaustion are commonplace. In order to avoid degradation of service due to faults, it is necessary for the WSN to be able to detect faults early and initiate recovery actions. In this paper we propose a cellular and decentralized cluster based method for any fault detection and recovery which is energy efficient namely DCMC. Simulation Results show that the performance of proposed algorithm is more efficient than previous ones.
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I. INTRODUCTION

In the recent years, the rapid advances in micro-electro-mechanical systems, low power and highly integrated digital electronics, small scale energy supplies, tiny microprocessors, and low power radio technologies have created low power, low cost and multifunctional wireless sensor devices, which can observe and react to changes in physical phenomena of their environments. These sensor devices are equipped with a small battery, a tiny microprocessor, a radio transceiver, and a set of transducers that used to gathering information that report the changes in the environment of the sensor node. The emergence of these low cost and small size wireless sensor devices has motivated intensive research in the last decade addressing the potential of collaboration among sensors in data gathering and processing, which led to the creation of Wireless Sensor Networks (WSNs).

A typical WSN consists of a number of sensor devices that collaborate with each other to accomplish a common task (e.g. environment monitoring, target tracking, etc) and report the collected data through wireless interface to a base station or sink node. The areas of applications of WSNs vary from civil, healthcare and environmental to military. Examples of applications include target tracking in battlefields [1], habitat monitoring [2], civil structure monitoring [3], forest fire detection [4], and factory maintenance [5].

Due to the deployment of a large number of sensor nodes in uncontrolled or even harsh or hostile environments, it is not uncommon for the sensor nodes to become faulty and unreliable. Fault is an incorrect state of hardware or a program as a consequence of a failure of a component [6]. Some of the faults result from systems or communication hardware failure and the fault state is continuous in time. For example, a node may die due to battery depletion. In this paper we consider only permanent faults, faults occurring due to battery depletion in particular, which when left unnoticed would cause loss in connectivity and coverage.

Faults occurring due to energy depletion are continuous and as the time progresses these faults may increase, resulting in a non-uniform network topology. This often results in scenarios where a certain segment of the network becomes energy constrained before the remaining network. The problems that can occur due to sensor node failure are loss in connectivity, delay due to the loss in connection and partitioning of the network due to the gap created by the failed sensors.

Therefore, to overcome sensor node failure and to guarantee system reliability, faulty nodes should be detected and appropriate measures to recover connectivity must be taken to accommodate for the faulty node. Also, the power supply on each sensor node is limited, and frequent replacement of the batteries is often not practical due to the large number of the nodes in the network. In this paper, we propose a cluster based fault management scheme which detects and rectifies the problems that arise out of energy depletion in nodes. When a sensor node fails, the connectivity is still maintained by reorganization of the cluster. Clustering algorithms such as LEACH [7] and HEED [8] saves energy and reduces network contention by enabling locality of communication.

The localized fault detection method has been found to be energy-efficient in comparison with another algorithm proposed in [9]. Crash faults identification (CFI) [9] performs fault detection for the sensor network. It does not propose any method for fault recovery.

In this paper we propose a cellular approach and decentralized cluster based method called DCMC for fault detection and recovery which is energy efficient.
The rest of the paper organized as follows: in section 2, we explain the related works. Section 3 describes the proposed algorithm with detailed. Section 4 explore the simulation parameters and result analysis. Final section is containing of conclusion and future works.

II. RELATED WORKS

In this section, we briefly review the related work in the area of fault detection and recovery in wireless sensor networks. Many techniques have been proposed for fault detection, fault tolerance and repair in sensor networks [9, 10, 11, 12]. Cluster based approach for fault detection and repair has also been dealt by researchers in [12]. Hybrid sensor networks make use of mobile sensor nodes to detect and recover from faults [13, 14, 15].

In [16], a failure detection scheme using management architecture for WSNs called MANNA, is proposed and evaluated. It has the global vision of the network and can perform complex tasks that would not be possible inside the network. However, this approach requires an external manager to perform the centralized diagnosis and the communication between nodes and the manager is too expensive for WSNs. Several localized threshold based decision schemes were proposed by Iyengar [11] to detect both faulty sensors and event regions. In [10], a faulty sensor identification algorithm is developed and analyzed. The algorithm is purely localized and requires low computational overhead; it can be easily scaled to large sensor networks. It deals with faulty sensor readings that the sensors report.

In [17], a distributed fault-tolerant mechanism called CMATO for sensor-nets is proposed. It views the cluster as an individual whole and utilizes the monitoring of each other within the cluster to detect and recover from the faults in a quick and energy-efficient way. In fault recovery scheme of this algorithm the nodes within the cluster which its cluster head is faulty join to the neighbor cluster heads which is closest to them.

There have been several research efforts on fault repair in sensor networks. In [18], the authors proposed sensor deployment protocol which moves sensor to provide an initial coverage. In [19], the authors proposed an algorithm called Coverage Fidelity maintenance algorithm (Co-Fi), which uses mobility of sensor nodes to repair the coverage loss. In used solution in [20], the network is partitioned into a virtual grid of cells to perform fault detection and recovery locally with minimum energy consumption. We will refer to this algorithm, with the cellular approach.

To repair a faulty sensor, the work in [14] proposes an algorithm to locate the closest redundant sensor, and use the cascaded movement to relocate the redundant sensor. In [15], the authors proposed a policy-based framework for fault repair in sensor network, and proposed a centralized algorithm for faulty sensor replacement. These techniques outline the ways by which mobile robots/sensors move to replace the faulty nodes. However, movement of the sensor nodes is by itself energy consuming and also to move to an exact place to replace the faulty node and establish connectivity is tedious and energy consuming.

III. PROPOSED PROTOCOL

Due to the large impact of the permanent faults in the cluster head side, in this paper we explore the fault-tolerant mechanism for it.

In this section, we explain the components which are considered in proposed algorithm with details.

A. Network Model

Let us consider a sensor network which consists of \( N \) nodes uniformly deployed over a square area with high density. There is a sink node located in the field, and the cluster heads use multi-hop routing to send data to it. Also the nodes in each cluster use tree topology to send data to cluster head. We assume all nodes, including the cluster heads and the normal nodes, are homogeneous and have the same capabilities, and they use power control to vary the amount of transmission power which depends on the distance to the receiver.

As can be seen in Fig. 1, this algorithm selects a node as a manager node in each cluster so that firstly it has maximum remained energy and secondly it has maximum number of ordinary nodes in its neighborhood. For this reason, this algorithm uses (1) to select cluster manager.

\[
M \_CM \_\_CM = \alpha \left( \frac{E_r}{E_i} \right) + \beta \left( \frac{N \_non}{N \_on} \right) \tag{1}
\]

Here, \( E_r \) is the remaining energy of the node and \( E_i \) is the amount of its initial energy. \( N \_non \) of a node is the number of neighboring ordinary nodes which is in its transmission radio range and \( N \_on \) is the number of all ordinary nodes in the cluster. Parameters \( \alpha \) and \( \beta \) determines the weight of each ratio so that sum of them is 1.

The node that has higher merit value is selected as a cluster manager and hence it is responsible for fault management in the cluster. In fact, the node has the merit of being cluster manager that amount of its energy is more and it is also located in center of the cluster.

Then, the node that is selected as a cluster manager divides the cluster into four cells virtually so that it places in center of cells (as can be seen in Fig. 2). In addition, the cluster manager selects a cell manager for each cell by (2).
In here, \( N_{\text{nonc}} \) of a node is the number of neighboring ordinary nodes which is in its transmission radio range in the same cell and \( N_{\text{onc}} \) is the number of all ordinary nodes in the cell. \( E_{r-\text{nonc}} \) is remaining energy of non-neighboring ordinary node and \( E_{i-\text{nonc}} \) is its initial energy. Parameters \( \alpha \), \( \beta \) and \( \lambda \) determine the weight of each ratio so that sum of them is 1.

The third parameter indicates the amount of remaining energy of non-neighboring nodes should be more. As can be inferred, the possibility of failing non-neighboring nodes due to the high remaining energy of these nodes is low. Therefore, the energy consumed by these nodes and the cell manager to the fault management in the cell decreases.

Cluster manager is connected only to cluster head and cell managers. Cell managers are connected only to cluster head, cluster manager and nodes within the cell in proposed protocol. We assume that these connections are single hop.

### B. Energy Consumption Model

In DCMC, energy model is obtained from [7] that use both of the open space (energy dissipation \( d^2 \)) and multi path (energy dissipation \( d^4 \)) channels by taking amount the distance between the transmitter and receiver. So energy consumption for transmitting a packet of \( l \) bits in distance \( d \) is given by (3).

\[
E_{tx}(l,d) = \begin{cases} 
E_{\text{elec}} + lE_{fs} \frac{d^2}{fs} & , d \leq d_0 \\
E_{\text{elec}} + lE_{mp} \frac{d^4}{mp} & , d > d_0 
\end{cases} 
\]  

(3)

Here \( d_0 \) is the distance threshold value which is obtained by (4), \( E_{\text{elec}} \) is required energy for activating the electronic circuits, \( E_{fs} \) and \( E_{mp} \) are required energy for amplification of transmitted signals to transmit a one bit in open space and multi path models, respectively.

\[
d_0 = \frac{E_{fs}}{\sqrt[4]{E_{mp}}} 
\]  

(4)

Energy consumption to receive a packet of \( l \) bits is calculated according to (5).

\[
E_{rx}(l) = lE_{\text{elec}} 
\]  

(5)

### C. Fault Detection and Recovery

Managers of the cells, cluster manager and cluster head in the cluster cooperate with each other to detect the faulty node in their own cluster. Each of these nodes cooperate in detect the failure of different types of nodes in different forms. These operations discuss in below.

1) **Fault Detection and Recovery in the Ordinary Nodes**

Initially, the managers of all cells are in sleep mode. When cluster head does not receive the data in response the sent \textit{Data_Req} packet, it will immediately inform the cluster manager. Then cluster manager send an \textit{Awake} message to manager of the cell that desired node is located on it. Then the cell manager sends a Query message to the desired node and requests from it to responds to cell manager and cluster manager. Finally, the majority voting is done between cell manager, cluster manager and cluster head to determine the status of desired node. The desired node is not used in the next, if it is detected failed. Fig. 3 shows these operations.

2) **Fault Detection and Recovery in the Cluster Head**

For this purpose, cluster manager sends the Query message to cluster head and gets its response message periodically. Cluster manager reports to the cell managers when it does not receive any response from the cluster head. Cell managers also repeat this operation. Then the majority voting is done between cell managers and cluster manager to determine the status of desired cluster head.
Cluster manager will select a new cluster head from among the nodes by (6) if the current cluster head is detected failed.

\[
M_{\text{New CH}} = \frac{E_r}{(D_{\text{new CH}})^2}
\]  

(6)

Here, \(E_r\) is remaining energy of the node which will be chosen as the new cluster head. \(D_{\text{new CH}}\) is the distance between faulty cluster head and the node which will be chosen as the new cluster head.

3) Fault Detection and Recovery in Cluster Manager

Early detection of failure in the cluster manager is done by the cluster head. So that, if the cluster head does not receive any Query message from cluster manager in a specified time, it detects that the cluster manager is probably failed. Then it will report this status to the cell managers. Then the managers of all cells and cluster head will send the Query message to the cluster manager to determine its status. Then the majority voting is done between cell managers and cluster head to determine the status of cluster manager.

Cluster head informs all nodes to compete with each other for selection as a new cluster manager if the cluster manager is detected failed.

4) Fault Detection and Recovery in the Cell Manager

Early detection of failure in the cell manager is done by the cluster manager. So that, cluster manager determines that the cell manager is failed when it does not receives any response from cell manager for sent Awake message. In this case, cluster manager informs the two cell managers that are adjacent to the desired cell manager. Then these neighboring cell managers send a Query message to desired cell manager to determine its status. Then the majority voting is done between these two cell managers and cluster manager to determine the status of desired cell manager. Fig. 4 shows these operations.

Cluster manager informs all nodes of desired cell to compete with each other for selection as a new cell manager if desired cell manager is detected failed.

IV. SIMULATION AND PERFORMANCE EVALUATION

In this section, we present and discuss the simulation results for the performance study of DCMC protocol. We used GCC to implement and simulate DCMC and compare it with the Cellular approach protocol.

The network is clustered using the HEED clustering algorithm, the cluster heads then organize into a spanning tree for routing. We implement DCMC on HEED protocol. Simulation parameters are presented in Table I and obtained results are shown below.

<table>
<thead>
<tr>
<th>TABLE I. SIMULATION PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td>Network area</td>
</tr>
<tr>
<td>Sink location</td>
</tr>
<tr>
<td>Number of sensors</td>
</tr>
<tr>
<td>Initial energy</td>
</tr>
<tr>
<td>(E_{\text{elec}})</td>
</tr>
<tr>
<td>(E_{\text{fs}})</td>
</tr>
<tr>
<td>(E_{\text{mp}})</td>
</tr>
<tr>
<td>(d_0)</td>
</tr>
<tr>
<td>(E_{\text{DA}})</td>
</tr>
<tr>
<td>Query packet size</td>
</tr>
<tr>
<td>Data packet size</td>
</tr>
</tbody>
</table>

Fig. 5 shows the average energy loss for fault detection in DCMC and Cellular approach. In this evaluation, we change the transmission range at the all nodes from 20 meters to 60 meters and calculate the energy loss for fault detection.

As it can be seen, proposed protocol has performance better than Cellular approach in average energy loss for fault detection.

Fig. 6 shows the fault diagnosis accuracy for DCMC and Cellular approach. In this evaluation, we set the link failure rate of some links between 10% and 30% randomly and measure the accuracy of both protocols on the detection of failure.

It can be observed that the proposed method has performance better than Cellular approach in fault diagnosis.
accuracy. This is because that the fault detection algorithm in DCMC uses the majority voting mechanism.

Figure 6. Fault diagnosis accuracy

I. CONCLUSION

In this paper we propose a cellular and decentralized cluster based method for any fault detection and recovery which is energy efficient namely DCMC. Simulation Results show that the DCMC consumes less energy for fault detection and recovery in comparison to Cellular approach. In addition, DCMC has more accuracy in fault diagnosis. In general, performance of DCMC is more efficient than Cellular approach.

REFERENCES


Comparative Study of the Effectiveness of Ad Hoc, Checklist- and Perspective-based Software Inspection Reading Techniques

Olalekan S. Akinola  
Solom202@yahoo.co.uk  
Department of Computer Science,  
University of Ibadan, Ibadan, Nigeria

Ipeayeda Funmilola Wumi  
funmipy12@yahoo.com  
Department of Computer Science,  
University of Ibadan, Ibadan, Nigeria

ABSTRACT

Software inspection is said to be inevitable in order to ensure software quality assurance. Nevertheless, there have been controversies on which defect detection techniques should be applied in software document inspection. This work comparatively study the effectiveness of three software inspection techniques: Ad Hoc, Perspective-based and Checklist-based defect detection techniques. Paper-based inspections of software artifact were carried out on an industrial code artifact seeded with forty bugs. An experimental 3 x 3 x 4 factorial design with three defect detection techniques (checklist-based, Adhoc and perspective-based) as independent variables, three dependent variables (inspection effectiveness, effort and false positives) and four teams for each defect detection methods was used for the experiment. The data obtained were subjected to tests of hypotheses using One-way ANOVA, Post-Hoc tests and Mean coefficients. Results from the study indicate that there were significant differences in the defect detection effectiveness and effort in terms of time taken in minutes reported by the reviewers using perspective-based, ad hoc and checklist-based based reading techniques in the industrial settings.

Key words: Software inspection, Ad Hoc reading technique, Checklist reading technique, Perspective reading technique

1. INTRODUCTION

The process of improving software quality has been a growing discussion in the few decades. Software quality can be defined to be software that satisfies the needs of the users and the programmers involved in it or as the customer’s perception of how the system work. Software inspection is a fundamental component of the software quality assurance process. It is a process whereby a group of software competent people critically checks a piece of software milestone for detecting defects [1]. Inspection improves the quality of software products, such as understandability, portability, maintainability, testability, etc. Its success has always been demonstrated in many published articles.

Software Inspections are a formalized, structured form of peer reviews. They are an extremely cost-effective quality assurance technique that can be applied to any type of software project deliverable, such as Requirements documents, Design documents, Code, and other items such as test plans and user documents. For most software organizations, Software Inspections are the most important single process improvement. According to Capers [4], “... formal design and code inspections rank as the most effective methods of defect removal yet discovered ... (defect removal) can top 85%, about twice those of any form of testing.”

Since the year Fagan developed the inspection process in the early 70s at IBM; there have been many variations of the process put forth by others. The aim is to uncover faults in the products, rather than to correct them. The goal of inspection meetings is to collect the faults discovered and bring synergy (process gains) to the software inspection. It is believed that the combination of different viewpoints, skills and knowledge from many reviewers creates this synergy [10].

Ad Hoc, checklist-based and perspective-based reading techniques are the three commonly used inspection artifacts reading techniques. To the best of our knowledge, experiments comparing the effectiveness of all three together are scarce. This research is therefore conducted to find if there are any
significant differences in the effectiveness of reviewers using Perspective-based, Checklist-based and Ad hoc code reading techniques in an industrial code setting. Thirty volunteered reviewers from ten software houses in Nigeria were used to carry out code inspection on the visual-basic large-sized code artifact.

1.1 Research Hypotheses
Three hypotheses were stated for this experiment as follows.
Ho1: There is no significant difference among the effectiveness of reviewers using Perspective-based, Ad hoc and Checklist reading techniques in distributed code inspection.
Ho2: There is no significant difference among the effort taken by reviewers using Perspective-based, Ad hoc and Checklist techniques in distributed code inspection.
Ho3: There is no significant difference among the false positives reported by reviewers using Perspective-based, Ad hoc and Checklist techniques in distributed code inspection.

2. SOFTWARE INSPECTION READING TECHNIQUES
Software inspection encompasses a set of methods in which the purpose is to identify and locate faults in software. Software inspection is a peer review process led by software developers who are trained in inspection techniques [7]. Michael Fagan [10] originally developed the software inspection process ‘out of sheer frustration’ [13]. Since Fagan developed the inspection process in the early 1970s at IBM, there have been many variations of the process put forth by others. Overall, the aim in any review process is to apply inspection to the working product as early as possible so that major faults are caught before the product is released.

A reading technique can be defined as a series of steps or procedures whose purpose is to guide an inspector in acquiring a deep understanding of the inspected software product [8]. The comprehension of inspected software products is a prerequisite for detecting subtle and/ or complex defects, those often causing the most problems if detected in later life-cycle phases. In a sense, a reading technique can be regarded as a mechanism or strategy for individual inspector to detect defects in the inspected product.

There are many reading techniques that focus on finding as many detects as possible but three among the reading techniques were used in carrying out this work: ad hoc, checklist-based and perspective-based reading techniques. According to Porter and Votta [11], defect detection techniques range in prescription from intuitive, non-systematic procedures such as ad hoc or checklist techniques, to explicit and highly systematic procedures such as Perspective technique.

Ad-hoc reading, by nature, offers very little reading support at all since a software product is simply given to inspectors without any direction or guidelines on how to proceed through it and what to look for. However, ad-hoc does not mean that inspection participants do not scrutinize the inspected product systematically. The word ad-hoc only refers to the fact that no technical support is given to them for the problem of how to detect defects in a software artifact. In this case, defect detection fully depends on the skill, the knowledge, and the experience of an inspector. Training sessions in program comprehension as presented in Rifkin and Deimel [12], may help subjects develop some of these capabilities to alleviate the lack of reading support.

Perspective-based reading technique gives reviewers a set of procedures to inspect software products for defects. The perspective-based reading technique instructs the reviewer to perform an active review by assigning different perspectives to each reviewer. Common perspectives are user, tester, and designer.

Checklist-based reading technique reviewers use a checklist which guides them regarding what kind of faults to look for. The reviewers read the document using the checklist to guide the focus of their review. Checklist-based offers stronger, boilerplate support in the form of questions inspectors are to answer while reading the document.
3. RESEARCH METHODOLOGY

3.1 Subjects
The subjects used for this research were the Software professionals drawn from ten software houses in Nigeria. Software professionals were chosen as subjects for this research because results obtained with professionals would make us to predict what may likely happen at industry level.

3.2 Experimental artifact and Instrumentation
The artifact inspected was a large sized Visual basic 6.0 language industrial code. It calculates staff allowances such as domestic, responsibility, hazard, housing, leave, medical, transport, utility and so on in order to compute staff salary monthly, annual salary and arrears as well as some deductions (such as tax, cooperative, official housing accommodation rent and so on) to be made on staff salary. The artifact which was 500 lines of code was tested okay before it was seeded with 40 bugs which are syntax, semantics and logical in nature.

The designed instruments for this experiment were the individual preparation forms, the experimental artifact (code) and the collection meeting forms. The experimental artifact and individual preparation forms were given to each reviewer. The individual preparation form was filled during preparation by each reviewer. During individual preparation, each reviewer recorded the start and the end times for the review of the artifact. The line number of the suspected defect and the description of defects suspected were also recorded in the forms.

The meeting form was filled in at the collection meeting. The start and end times of the team collection meetings held was filled on the collection meeting forms. The line numbers of the defect and the defect description was recorded on the collection meeting forms. Most importantly, the teams’ identification numbers were filled on the collection meeting form in order to identify each team.

3.3 Conducting the Experiment
The experiment was monitored and conducted by the researchers. The software professionals were used for the experiment without specifying any particular year of experience. There was no special training given to them on Visual Basic programming because they are software professionals who are conversant with the language used for the artifact. Nevertheless, the reviewers were given some initial code inspection trainings before the real experiments were carried out.

During individual preparation, reviewers examined the artifact in order to identify the bugs seeded in them. In perspective-based technique, reviewers were assigned with a particular role to play (a designer, tester, reader and user) and in checklist-based, a Visual basic checklist question designed by the researchers was given to reviewers in order to guide them in fishing out bugs. There was no particular time given to the reviewers for their individual preparations. All the suspected defects were recorded on the individual preparation form.

Moreover, before the commencement of the team collection meeting, the individual preparation forms were collected by the researcher in order that the reviewers do not add to their preparation forms any defects that were not found during team defects collection meeting. During defects collection meetings, there was no specific duration given to the reviewers for the artifact inspections.

During the defect collection meetings, one of the reviewers in each team serves as the reader, moderator and recorder. While in the meetings, reviewers brought up new defects or discussed any defects found during the individual preparation. All defects found were recorded in the team defects collection meeting forms by the recorder.

Four different teams were created each for the Perspective-based, Ad hoc and Checklist-based reviewers. In order to eliminate bias in the results, team sizes were duplicated for each of the groups. For instance, teams 001A and 001B in Table 1 are for team size of one, while teams 002A
and 002B are of size two. This is done for team sizes three and four in that order.

3.4 Threats to Validity of the Experiment
In this experiment, two important threats that may affect validity of the research are considered. These threats limit our ability to generalize or guarantee the results and hence, it demands caution when interpreting the results. In this experiment, we considered two important threats that may affect the validity of the research in the domain of software inspection.

3.4.1 Threats to Internal Validity
Threats to internal validity are influences that can affect the dependent variables without the researcher's knowledge [15]. We considered three such influences: (1) selection effects, (2) maturation effects, and (3) instrumentation effects.

Selection effects are due to natural variation in human performance [14]. We limited this effect by randomly assigning team members for the inspection. This way, individual differences were spread across all treatments.

Maturation effects result from the participants' skills improving with experience. If the same set of participants were used in all three experiments, there may be maturation effect also as the participants' inspection ability may get better over time. Randomly assigning the reviewers and doing the review within the same period of time checked these effects.

Instrumentation effects are caused by the artifacts to be inspected, by differences in the data collection forms, or by other experimental materials. In this study, this was negligible or did not take place at all since all the groups inspected the artifacts within the same period of time. Again, one set of data collection forms was used for all the groups (the treatments).

3.4.2 Threats to External Validity
Threats to external validity are conditions that can limit our ability to generalize the results of experiments to industrial practice [14]. We considered one source of such threats: experimental scale.

Experimental scale is a threat when the experimental setting or the materials are not representative of industrial practice. This study made use of a Visual Basic industrial code that computes wages and salary of staff in a particular company. More so, industrial experienced software professionals were used for the experiment. Therefore, experimental scale effect was reduced to a large extent in this study.

4. RESULTS
We are particular about the effectiveness of the reviewers, the effort in terms of number of minutes taken by them and the false positives reported by the reviewers in a defect collection meeting. These three data were collected from the experiment. Initially the reviewers were given the code artifact to study individually at preparations before the actual defect collection meeting took place. Table 1 gives the mean aggregate values of results obtained with the inspection teams.

The teams’ effectiveness at detecting errors in the code artifact is depicted in Figure 1. Fp means false positives reported by the reviewers. False positives are those errors perceived by the reviewers to be true errors but were indeed not valid.
Table 1: Raw data of Team collection meetings

<table>
<thead>
<tr>
<th>Teams</th>
<th>PERSPECTIVE</th>
<th>CHECKLIST-BASED</th>
<th>AD HOC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Defects</td>
<td>Effort (Mins)</td>
<td>Fp</td>
</tr>
<tr>
<td>001A</td>
<td>31</td>
<td>58</td>
<td>6</td>
</tr>
<tr>
<td>001B</td>
<td>34</td>
<td>56</td>
<td>4</td>
</tr>
<tr>
<td>002A</td>
<td>26</td>
<td>46</td>
<td>8</td>
</tr>
<tr>
<td>002B</td>
<td>36</td>
<td>61</td>
<td>5</td>
</tr>
<tr>
<td>003A</td>
<td>28</td>
<td>58</td>
<td>5</td>
</tr>
<tr>
<td>003B</td>
<td>34</td>
<td>68</td>
<td>4</td>
</tr>
<tr>
<td>004A</td>
<td>30</td>
<td>45</td>
<td>6</td>
</tr>
<tr>
<td>004B</td>
<td>31</td>
<td>38</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 1: Teams’ effectiveness at detecting errors in the code artifact

Figure 1 shows that Perspective –based teams have the highest defect detection effectiveness compared to the other groups – Checklist-based and Ad hoc groups.

Figure 2 shows that Efforts in terms of minutes expended by the teams were high and roughly the same for most of the Checklist-based teams even though there were no restrictions placed on the time the reviewers must spend for the code inspection.
Figure 2: Teams’ efforts (Minutes) expended in the code Inspection

Figure 3: Teams’ False positives reported in the code Inspection
Figure 3 shows that perspective-based teams which had highest defect detection effectiveness from Figure 1 reported more or less highest number of false positives, especially teams 001A and 002A.

4.1 Further Statistical Analyses
The data obtained in the experiment were subjected to further statistics tests. One-Way ANOVA was used to perform the statistical analyses and thereafter Post-Hoc Turkey HSD and Duncan tests were done to determine where differences lie among the data pairs.

Table 3 shows the results of ANOVA statistical tests performed on the data obtained in this experiment.

Table 3: Results of ANOVA Analysis

<table>
<thead>
<tr>
<th>Data</th>
<th>Hypothesis Tested</th>
<th>p-value</th>
<th>Mean values</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defect Detection Effectiveness (effe)</td>
<td>Ho: There is no significant difference among the effectiveness of reviewers using Perspective-based, Ad hoc and Checklist-based techniques</td>
<td>0.012</td>
<td>Persp_{eff} = 31.25</td>
<td>H₁ accepted</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CBR_{eff} = 27.50</td>
<td>P &lt; 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AH_{eff} = 28.00</td>
<td></td>
</tr>
<tr>
<td>Effort (eff, in Minutes)</td>
<td>Ho: There is no significant difference among the effort of reviewers using Perspective-based, Ad hoc and Checklist-based technique</td>
<td>0.014</td>
<td>Persp_{eff} = 53.75</td>
<td>H₁ accepted</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CBR_{eff} = 64.50</td>
<td>p &lt; 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AH_{eff} = 49.75</td>
<td></td>
</tr>
<tr>
<td>False Positives (fp)</td>
<td>Ho: There is no significant difference among the false-positives of reviewers using Perspective-based, Ad hoc and Checklist-based technique</td>
<td>0.090</td>
<td>Persp_{fp} = 5.37</td>
<td>H₀ accepted</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>C_{fp} = 4.25</td>
<td>p &gt; 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>A_{fp} = 4.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Tukey HSD Post Hoc Multiple Comparison Tests Summaries

<table>
<thead>
<tr>
<th>(I) Group</th>
<th>(J) Group</th>
<th>Dependent Variables’ Significance Levels (p)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Effectiveness</td>
</tr>
<tr>
<td>Perspective</td>
<td>Ad hoc</td>
<td>0.039*</td>
</tr>
<tr>
<td></td>
<td>Checklist</td>
<td>0.016*</td>
</tr>
<tr>
<td>Ad hoc</td>
<td>Perspective</td>
<td>0.039*</td>
</tr>
<tr>
<td></td>
<td>Checklist</td>
<td>0.914</td>
</tr>
<tr>
<td>Checklist</td>
<td>Perspective</td>
<td>0.016*</td>
</tr>
<tr>
<td></td>
<td>Ad hoc</td>
<td>0.914</td>
</tr>
</tbody>
</table>

* The mean difference is significant at the .05 level.
From table 4, it can be vividly inferred that there are truly significant differences between the effectiveness of Perspective and Ad hoc (p = 0.036 < 0.05), Perspective and Checklist (p = 0.016 < 0.05) inspection reading techniques. Between Ad hoc and others, there is a significant difference between Ad hoc and perspective effectiveness alone (p = 0.039 < 0.05). And in the case of Checklist, a significant difference is obtained between it and Perspective alone (p = 0.016 < 0.05).

Duncan’s Post Hoc test in Table 5 shows that Mean Effectiveness value (31.25) is greater than the effectiveness of the other variables – Checklist and Ad hoc. This made us to conclude that Perspective – based reading techniques performed higher than both Checklist and Ad hoc reading techniques.

Efforts in terms of time in minutes spent by the reviewers in the inspection exercise, is only significant for Ad hoc and Checklist as well as between Checklist and Ad hoc.

Duncan post hoc test on Efforts shows that Checklist-based reading technique actually has the highest mean (64.5), which makes checklist group to actually expended more time than the Ad hoc group in the inspection exercise.

Results from table 4 shows that false positives are not truly significantly different for all the variables – Perspective, Ad hoc and Checklist based inspection artifact reading techniques.

5. Discussion of Results
Software inspection is a successful method for detecting faults in documents and codes produced in software development. Checklist-based and Ad hoc are the earlier reading techniques usually employed to detect errors in software artifacts. Perspective-based reading, proposed by Basili et al., [3] in which a software product is inspected from the perspective of different stakeholders (analysts, designers, programmers, and so on) was later introduced.

Table 5: Duncan Post Hoc Test for Effectiveness

<table>
<thead>
<tr>
<th>Group Var</th>
<th>N</th>
<th>Subset for alpha = .05</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Checklist</td>
<td>8</td>
<td>27.500</td>
</tr>
<tr>
<td>Adhoc</td>
<td>8</td>
<td>28.0000</td>
</tr>
<tr>
<td>Perspective</td>
<td>8</td>
<td>31.2500</td>
</tr>
<tr>
<td>Sig.</td>
<td></td>
<td>0.689</td>
</tr>
</tbody>
</table>

Means for groups in homogeneous subsets are displayed.

a Uses Harmonic Mean Sample Size = 8.000.

Table 6: Duncan post hoc test for effort

<table>
<thead>
<tr>
<th>Group Var</th>
<th>N</th>
<th>Subset for alpha = .05</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Adhoc</td>
<td>8</td>
<td>49.7500</td>
</tr>
<tr>
<td>Perspective</td>
<td>8</td>
<td>53.7500</td>
</tr>
<tr>
<td>Checklist</td>
<td>8</td>
<td>64.5000</td>
</tr>
<tr>
<td>Sig.</td>
<td></td>
<td>.403</td>
</tr>
</tbody>
</table>

Means for groups in homogeneous subsets are displayed.

a Uses Harmonic Mean Sample Size = 8.000.
Defects detection effectiveness of these three reading techniques was studied in this work. The fact that perspective-based reading technique outperforms other techniques is obvious from the fact that the reviewers were given specific tasks to perform on the codes. For instance, an analyst will have to inspect the code to ascertain that it conforms to the requirements specification and nothing more. Checklist-based reviewers were assisted with some checklists which gave some precise questions on what to look for in the code artifact. Therefore they are expected to perform higher than the Ad hoc group. However, this is not the case in this work.

Our results are in consonance with some related works in the literatures. To mention a few, Basili et al., [3] results show that Perspective-based reading technique is more effective than Ad-hoc or Checklist-based reading techniques. Giedre et al., [6] results from their experiment to compare checklist based reading and perspective-based reading for UML design documents inspection shows that Checklist-based reading (CBR) uncovers 70% in defect detection while Perspective–based reading (PBR) uncovers 69% and that checklist takes more time (effort) than PBR. They also showed that that checklist-based consumes more time than Perspective-based technique. Porter and Votta [11] on their experiment for comparing defect detection methods for software requirements inspections show that checklist reviewers were no more effective than Ad hoc reviewers. Filippo and Giuseppe [5] on their work on evaluating defect detection techniques for software requirements inspections, also show that no difference was found between inspection teams applying Ad hoc or Checklist reading with respect to the percentage of discovered defects. Les [9] in his work on “Testing the value of checklists in code inspections” shows there is no evidence that checklists significantly improve inspections. Akinola and Osofisan [2] show that there is no statistical relationship between the false positives of Ad hoc and Checklist-based defect detection techniques.

6. Conclusion
Software inspection is very important in the software quality assurance. In this study, the statistical significant relationships among the effectiveness of Perspective-based, Checklist-based and Adhoc defect detection methods on software artifact inspections was questioned. It is concluded from this study that perspective based reading technique is a best choice for code inspection exercise. However, we look forward to authenticate our results with automated tools in the nearest future.
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